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Abstract

Natural language is a remarkable example of a complex dynamical system which combines varia-

tion and universal structure emerging from the interaction of millions of individuals. Understanding

statistical properties of texts is not only crucial in applications of information retrieval and natu-

ral language processing, e.g. search engines, but also allow deeper insights into the organization of

knowledge in the form of written text. In this thesis, we investigate the statistical and dynamical

processes underlying the co-existence of universality and variability in word statistics. We combine a

careful statistical analysis of large empirical databases on language usage with analytical and numer-

ical studies of stochastic models. We find that the fat-tailed distribution of word frequencies is best

described by a generalized Zipf’s law characterized by two scaling regimes, in which the values of the

parameters are extremely robust with respect to time as well as the type and the size of the database

under consideration depending only on the particular language. We provide an interpretation of the

two regimes in terms of a distinction of words into a finite core vocabulary and a (virtually) infinite

noncore vocabulary. Proposing a simple generative process of language usage, we can establish the

connection to the problem of the vocabulary growth, i.e. how the number of different words scale

with the database size, from which we obtain a unified perspective on different universal scaling laws

simultaneously appearing in the statistics of natural language. On the one hand, our stochastic model

accurately predicts the expected number of different items as measured in empirical data spanning

hundreds of years and 9 orders of magnitude in size showing that the supposed vocabulary growth

over time is mainly driven by database size and not by a change in vocabulary richness. On the

other hand, analysis of the variation around the expected size of the vocabulary shows anomalous

fluctuation scaling, i.e. the vocabulary is a nonself-averaging quantity, and therefore, fluctuations

are much larger than expected. We derive how this results from topical variations in a collection

of texts coming from different authors, disciplines, or times manifest in the form of correlations of

frequencies of different words due to their semantic relation. We explore the consequences of topical

variation in applications to language change and topic models emphasizing the difficulties (and pre-

senting possible solutions) due to the fact that the statistics of word frequencies are characterized by

a fat-tailed distribution. First, we propose an information-theoretic measure based on the Shannon-

Gibbs entropy and suitable generalizations quantifying the similarity between different texts which

allows us to determine how fast the vocabulary of a language changes over time. Second, we combine

topic models from machine learning with concepts from community detection in complex networks in

order to infer large-scale (mesoscopic) structures in a collection of texts. Finally, we study language

change of individual words on historical time scales, i.e. how a linguistic innovation spreads through

a community of speakers, providing a framework to quantitatively combine microscopic models of

language change with empirical data that is only available on a macroscopic level (i.e. averaged over

the population of speakers).
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Zusammenfassung

Natürliche Sprache ist ein bemerkenswertes Beispiel eines komplexen dynamischen Systems, welches

Variation und universelle Struktur, die aus der Interaktion von Millionen von Individuen hervorgehen,

kombiniert. Ein Verständnis der statistischen Eigentschaften von Texten ist nicht nur wichtig in An-

wendungen der Informationsrückgewinnung (information retrieval) und Sprachverarbeitung (natural

language processing), z.B. in Suchmaschinen, sondern erlaubt ebenfalls tiefere Erkenntnises über die

Organisation von Wissen in Form von Texten. In dieser Thesis untersuchen wir die statistischen und

dynamischen Prozesse, welche der Koexistenz von Universalität und Variabilität in der Statistik von

Wörtern zu Grunde liegen. Wir kombinieren eine sorgfältige statistische Analyse von grossen Mengen

empirischer Daten über Sprachgebrauch mit analytischen und numerischen Studien stochastischer

Modelle. Wir stellen fest, dass die fat-tail Verteilung von Worthäufigkeiten am besten durch ein gen-

eralisiertes Zipf’sches Gesetz, charakterisiert durch zwei Skalierungsregime, beschrieben wird. Dabei

sind die Werte der Parameter extrem robust bezüglich der Zeit, sowie des Typs und der Größe der

untersuchten Daten und hängen lediglich von der jeweiligen Sprache ab. Wir präsentieren eine Inter-

pretation der zwei Skalierungsregime in Form eines endlichen Kernwortschatzes und eines (praktisch)

unendlich großen Nicht-Kernwortschatz. Mit Hilfe eines simplen generativen Prozesses können wir

die Verbindung zum Problem des Wachstums der Wortschatzgröße herstellen, d.h. wie die Anzahl

verschiedener Wörter mit der Gesamtanzahl an Wörtern (der Menge an Daten) skaliert, wodurch wir

eine vereinheitlichte Perspektive auf verschiedene universelle Skalierungsgesetze, welche gleichzeitig in

der Statistik natürlicher Sprache auftreten, erhalten. Einerseits erlaubt unser stochastisches Modell

akkurate Vorhersagen über die Anzahl verschiedener Elemente in empirisch gemessenen Daten, welche

aus einer Zeitspanne von mehreren hundert Jahren stammen und sich über 9 Größenordnungen span-

nen. Dies verdeutlicht, dass das vermeintliche Wachstum des Wortschatzes mit der Zeit hauptsächlich

durch eine Zunahme der Datenmenge bedingt ist und nicht durch eine Zunahme des Reichtums des

Wortschatzes. Andererseits zeigt die Analyse der Variation um die erwartete Wortschatzgröße so-

genannte anomale Skalierung der Fluktuationen, d.h. die Wortschatzgröße ist nicht selbst-mittelnd,

sodass Fluktuationen viel größer sind als erwartet. Wir zeigen wie diese Beobachtungen aus top-

ischen Variationen in einer Kollektion von Texten aus verschiedenen Zeiten, Disziplinen oder von

verschiedenen Autoren resultieren, welche sich in Form von Korrelationen von Häufigkeiten zwischen

verschiedenen Wörtern (auf Grund ihrer semantischen Beziehung) manifestieren. Wir untersuchen die

Konsequenzen dieser topischen Variationen in Anwendungen bezogen auf Sprachwandel sowie topic

models. Dabei gehen wir insbesondere auf die Schwierigkeiten (und mögliche Lösungen) ein in Anbetra-

cht der Tatsache, dass die Statistik von Worthäufigkeiten durch eine fat-tail Verteilung charakterisiert

ist. Erstens schlagen wir ein informationstheoretisches Maß vor, welches auf der Shannon-Gibbs En-

tropie und geeigneten Generalisierungen beruht, um die Ähnlichkeit zwischen verschiedenen Texten

zu quantifizieren. Dies ermöglicht uns zu ermitteln, wie schnell sich der Wortschatz einer Sprache mit

der Zeit verändert. Zweitens kombinieren wir topic models aus dem Bereich maschinellem Lernens mit

dem Konzept community detection in komplexen Netzwerken für die Inferenz mesoskopischer Struktur

in einer Kollektion von Texten. Schließlich untersuchen wir Sprachwandel an Hand einzelner Wortfor-
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men auf einer historischen Zeitskala, d.h. wie sich eine linguistische Innovation in einer Population von

Sprechern verbreitet. Wir formulieren einen Ansatz in dem wir quantitativ mikroskopische Modelle

von Sprachwandel mit empirischen Daten, welche typischerweise nur auf einer makroskopischen Ebene

verfügbar sind (d.h. als Mittelwert über eine Population), kombinieren.

Titel: Universalität und Variabilität in der Statistik von Daten mit fat-tail Verteilungen: der Fall

von Worthäufigkeiten in natürlichen Sprachen.
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1. Introduction

In this thesis, we study natural languages as a remarkable example of complex dynamical systems

which combines variation and universal structure emerging from the interaction of millions of individ-

uals. Following the paradigm of complex systems, i.e. that complex patterns can often be understood

as the result of simple rules, we use tools from statistical physics and non-linear dynamics to show

how simple models are able to capture main statistical features and help to understand the underlying

dynamical processes. In Sec. 1.1, we sketch the main ideas involved in this endeavor, in particular

how collective human behaviour can be studied in the framework of complex systems, how this builds

on fundamental ideas developed in physics, especially statistical physics, and how this can be applied

to studying natural language. In Sec. 1.2 we define the scope of this thesis and give a brief description

of the individual chapters.

1.1. Complex systems, physics, and language

From a historical perspective, the (quantitative) modeling of collective social behaviour by physicists

can be traced back to the very beginnings of modern statistical physics as formulated by Maxwell and

Boltzmann. In fact, it was not merely the application of ideas from physics to explain social phenom-

ena, but rather a mutual interaction, e.g. as described in a historical account given in Ref. [Bal04]:

“Today physicists regard the application of statistical mechanics to social phenomena as a new and

risky venture. Few, it seems, recall how the process originated the other way around, in the days when

physical science and social science were the twin siblings of a mechanistic philosophy and when it was

not in the least disreputable to invoke the habits of people to explain the habits of inanimate particles.”

These early quantitative approaches in the analysis on the statistical regularities in empirical data

resulting from human behaviour are exemplified by the seminal works of i) Pareto on the distribution

of income [Par96]; ii) Auerbach, a theoretical physicist, on the distribution of city sizes [Aue13]; iii)

Lotka measuring scientific productivity [Lot26]; or iv) Estoup and Zipf on the statistics of words in

natural language [Est16, Zip36]. However, it was not before the second half of the 20th century until

the emergence of a mathematical formalization of how these macroscopic observations (e.g. statistical

regularities) could be explained and derived from microscopic theories (the interaction of individuals).

This was achieved by combining concepts from critical phenomena in the description of phase tran-

sitions, self-organization (e.g. the paradigmatic model of self-organized criticality [BTW87]) in the

description of non-equilibrium phenomena, as well as chaos in dynamical systems. The underlying

paradigm can be best summarized by the phrase “more is different” [And72], expressing the notion

that many macroscopic phenomena can only be understood by considering the mutual interactions

1
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among their constituent parts (in contrast to a reductionist view focusing on the properties of the

constituent itself), that is they are emergent properties. This view was further corroborated by the

idea of complex networks [AB02, New10], which studies the structure of the local interactions in terms

of their (often non-trivial) topology. This leads to models that are often simplistic descriptions of

social systems, however, the idea of universality [Sta99] implies that many large-scale phenomena do

not depend on the microscopic details of the underlying process, thus offering a unifying perspective

on seemingly unrelated phenomena including, e.g., the behaviour and flocking of crowds, spreading

of information or diseases among the population, or the distribution of attention paid to different

items (i.e. economy of attention) [CFL09]. Following this line of thought, empirical observations of

scaling laws were interpreted as signatures of emergent universal behaviour and were a main driving

factor in the study of complex systems [New05, Sor06], especially with the formulation of the idea

of scale-free networks [BA99]. In this context, the role of empirical data, and that of statistics more

generally, becomes of crucial importance. While the recent availability of large electronic records

on human activity (even on the microscopic scale), e.g. on the Internet, were a main driving factor

in the formulation and development of theoretical models, they have to be directly confronted with

a careful statistical analysis of empirical data. This is necessary in order to not only corroborate

perpetual claims of universality, but also to assess the empirical support of the proposed models and

their predictive power [SP12] in the spirit of statistician G. Box [Box79]: ‘Essentially, all models are

wrong but some are useful”. However, as of today “there is a striking imbalance between empirical

evidence and theoretical modeling, in favor of the latter” [CFL09].

In this perspective, one can study natural language as an example of a complex system [BBB+09],

i.e. it can be considered as an emergent property from the interaction of millions of individuals. More

generally, it reflects human activities and interests and serves as a marker of external events and

how humans influence each other. Furthermore, it offers unique opportunities in terms of abundant

availability of data in the form of written text: not only due to the increase of contemporary usage of

language, e.g. on the Internet, but also on historical time scales due to preservation and digitization

of books from the past, e.g. the Google-ngram database [MSA+11]. Such an approach provides

an understanding on the statistical properties of texts and how human interests and language itself

changes over time. In addition, insights on the underlying structure of language are also crucial

in applications of statistical natural language processing [MS99], e.g. in the field of information

retrieval [MRS08], in particular search engines [CMS09], but also more generally in the problem of

how human knowledge is organized in the form of written texts [SB04].

In the view of complex systems, one tries to uncover and understand the universal structure observed

in the statistics of word usage. These regularities are often expressed in the form of universal scaling

laws. One of the fundamental concepts in the analysis of natural languages builds on the Shannon

entropy formulated in the framework of information theory. In strong analogy to the Gibbs-Boltzmann

entropy from statistical physics, the Shannon entropy quantifies the degree of randomness contained

in an instance of text.

Most notably, the fat-tailed distribution of word frequencies, the so-called Zipf’s law, has been
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shown to exist in virtually any instance of written text, yet its origin is still highly debated [Pia14].

In his seminal work, Zipf himself claimed that this regularity is a result of the principle of least

effort [Zip49], i.e. that natural languages evolve in a way that they are optimized such that speakers

and hearers can communicate efficiently. The idea of a trade-off between speakers and hearers was

formalized in Ref. [FS03] in an information-theoretic model which exhibits a phase transition, where

only at the critical point the system allows for meaningful communication in which the word frequency

distribution resembles that of natural languages. These findings sparked much interest in the form of

extensions and generalizations, but also initiated an ongoing discussion on the viability of the model

and the interpretation of its results [PAOP10, CMFS11, DMA12]. Other approaches investigating

statistical regularities in the form of universal scaling laws concern, e.g., the hierarchical structure in

the organization of language. Starting from the works of Mandelbrot [DM73], written texts considered

as a time series were shown to exhibit long-range correlations from highly structured linguistic levels

down to the building blocks of texts (words and even individual characters) [Gra89, EP94, ALDEM06,

ACE12]. These intricate signatures are far from being understood and are crucial in understanding

how humans use language to mirror their activities and experiences from the natural world.

Despite the fact that language exhibits a remarkable degree of universal structure, it is constantly

subject to transformation leading to language change over time [WLH68, Cro00]. In the more general

context of cultural evolution, it constitutes an example of how social conventions emerge in a group of

individuals [CB15]. Recent efforts aim at understanding these dynamical processes from microscopic

models of interaction in the framework of complex systems [BBB+09]. One notable approach in this

line of thought is the so-called utterance selection model [BBCM06], a mathematical model of language

change in the form of a many-body stochastic process taking into account evolutionary aspects and

the non-trivial topology of social networks. While this allows insights into qualitative features of

language change, e.g. based on general arguments of existing symmetries in the model [BC12], a

quantitative comparison to empirical data is difficult [BBCM09] since data on historical time scales

is scarce and typically not available on the level of individual speakers.

A more exhaustive overview on the different branches within the intersection of complex systems,

physics, and natural language can be obtained from the bibliography [Bib] compiled by the author of

this thesis.

1.2. Scope of this thesis

In this thesis, we investigate the statistical and dynamical processes underlying the co-existence of

universality and variability in word statistics. Motivated by the recent availability of data on language

usage unprecedented in size we re-examine previously reported empirical “universal laws”, e.g. Zipf’s

and Heaps’ law. Combining data analysis with analytical and numerical investigations of stochastic

models we provide a unifying perspective on the appearance of different universal laws. While on

average, these laws are extremely robust across different databases and even languages, on closer

inspection, fluctuations around these laws are much larger than expected due to the variability of word
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frequencies across texts from different authors, topics, or times. We show how these variations can be

systematically exploited for i) quantifying the similarity between different instances of text such that

one can measure, e.g. how fast the vocabulary of a language changes over time; or ii) inferring large-

scale structures in a collection of texts allowing for the identification of groups (clusters) of semantically

related documents. In this, we emphasize the difficulties (and present possible solutions) encountered

in applications to (necessarily) finite data resulting from the fact that the statistics of word frequencies

is characterized by a fat-tailed distribution. We further study language change of individual words,

i.e. linguistic innovations, on historical time scales providing a framework to quantitatively combine

microscopic models of language change with empirical data that is only available on a macroscopic

level (i.e. averaged over the population of speakers).

We start in Ch. 2 by introducing the basic concepts (i.e. scaling, fat-tailed distributions, and

more generally the statistical analysis of natural language) employed in this thesis. In Ch. 3 we

assess the extent of universality in the fat-tailed distribution of word frequencies finding two scaling

regimes whose parameters are remarkably robust across different times as well as databases and only

depend on the language. In the framework of sampling processes we interpret this result in terms

of a core vocabulary and explore the implications of this scaling on the problem of the vocabulary

growth. In Ch. 4 we investigate the variability in the distribution of word frequencies, i.e. the unequal

dissemination of words across different documents due to topical variation. On the one hand, we show

that this leads to much larger fluctuations than are typically expected from simple null models in the

example of the vocabulary growth. On the other hand, we illustrate how topical variations can be

used to quantify the (dis-) similarity of texts from different authors, disciplines, or times and discuss

the problems of finite-size estimations encountered in the presence of the fat-tailed distribution of

word frequencies. In Ch. 5 we approach the problem of modeling the variability in word frequencies in

terms of identifying coherent groups or topics (i.e. large-scale structures) in written text. In this, we

employ methods developed in the field of community detection in complex networks and show how this

yields a more general formulation of the problem and leads to better results, as well as an improved

understanding, compared to current state-of-the-art methods. In Ch. 6 we consider the variability of

word frequencies in the description of language change over time. Taking advantage of our previous

results, we quantify how fast the vocabulary of a language is changing on historical time scales. On

the level of individual words, we investigate how new words considered as linguistic innovations spread

through a community of speakers. A summary and a discussion of the main results is presented in

Ch. 7. Appendix A describes in detail the different databases of written language and how they

were obtained and filtered. In Appendix B we provide additional evidence for the generality of the

results obtained in Sec. 3.1 by repeating the respective analysis for different languages and databases.

Appendix C provides analytical and numerical arguments for how to rescale the vocabulary growth

in the presence of a threshold discussed in Sec. 3.2. In Appendix D we discuss a possible extension of

the Jensen-Shannon divergence introduced in Sec. 4.3.

This thesis is a result of studies performed at the Max Planck Institute for the Physics of Complex

Systems between 2012 and 2015 under the supervision of Dr. Eduardo G. Altmann. The scientific
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results presented in this thesis are contained in Refs. [GA13, GA14, GGMA14, GFCA15, GPA15,

AG16], which are cited in the introduction of the corresponding chapter.





2. Basic concepts

2.1. Scaling laws and fat-tailed distributions

2.1.1. Scaling laws in complex systems

In this section we briefly sketch the idea of scaling laws and their paradigmatic character in the context

of complex systems.

A complex system is typically seen as composed of interacting parts that display emergent be-

haviour, iconically captured by the notion that “more is different” [And72]. In lack of a more precise

(agreed upon) definition the appearance of scaling laws in general, and power laws in particular, is

often seen as a characteristic feature of complex systems [New11b, Mit11]. We say that an observable

𝑦(𝑥) is scale-invariant (i.e. it “scales”) under the transformation 𝑥 ↦→ 𝑎𝑥, if there exists 𝑏(𝑎) such

that [Sor06]

𝑦(𝑎𝑥) = 𝑏(𝑎)𝑦(𝑥). (2.1)

This defines a homogeneous function and is solved by a power law,

𝑦(𝑥) = 𝐶𝑥𝛼 (2.2)

with 𝛼 = ln 𝑏/ ln 𝑎 (this concept can be generalized to universal scaling functions if 𝑦 depends on

more than one variable, see e.g. [SDM01]). Therefore, if in a system we find a scaling law of the form

Eq. (2.2), the observable 𝑦 is said to lack a characteristic scale in 𝑥.

Many different natural and social systems have been reported to show such power-law scalings,

see [Mit04, New05, CSN09] for recent reviews. In fact, the analysis of such systems in terms of scaling

laws can be dated back to the end of the 19-th century to the works of i) Pareto on the uneven

distribution of income [Par96]; ii) Auerbach, a German physicist, on the power-law distribution of

city sizes [Aue13]; iii) Estoup [Est16] and Zipf [Zip49] on the distribution of word frequencies; iv)

Arrhenius on the relation between the number of species found in a habitat of a given area [Arr21];

or v) Kleiber, who investigated a non-trivial scaling between body size and the metabolic rate of

animals [Kle47], also known as allometric scaling [Wes97]. Note that, while the latter example is a

relation between two variables, the other examples refer to the distribution of a single variable, thus,

distinguishing two types of scaling laws.

A big motivation for studying such diverse systems in the form scaling laws came from the notion

of universality in analogy to the theory of critical phenomena in statistical physics [Sta99, SDM01,

7
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Sor06]. The main idea is that for systems near the critical point (the point of, e.g., a 2nd-order phase

transition), macroscopic phenomena do not show a characteristic scale (e.g. diverging correlation

lengths). Furthermore, macroscopically these systems show a strikingly similar behaviour despite

the fact that they are otherwise quite different in nature. Using tools from statistical physics (e.g.

renormalization group) it can be formally shown that in the critical regime the properties of large-

scale phenomena are independent of the microscopic details of the underlying processes offering a

unifying perspective on seemingly unrelated phenomena (i.e. universality classes) [SDM01]. However,

in the framework of critical phenomena, this holds if the respective control parameter is “tuned” to

its critical value, limiting its direct applicability to, e.g., social phenomena. One solution to this

obstacle was put forward in terms of the notion of self-organized criticality (SOC) [BTW87]. There,

it was shown how simple non-equilibrium systems could naturally end up in a critical point by means

of self-organization (e.g. the sandpile model). Although SOC can be considered one of the most

stimulating concepts in offering a unified description of the observed scaling phenomena in different

natural, social, or biological systems, even 25 years after its inception, there is still extensive debate

on the applicability to real systems beyond its paradigmatic character [WPC+15]. In addition, it

has been stressed that power laws are not only generated by SOC, but originate from a multitude of

processes [Mit04, New05, Sor06]. Therefore, it is self-evident that empirical evidence of scaling laws

cannot be taken as a proof of SOC as the underlying dynamical process. Furthermore, the empirical

evidence of the supposedly ubiquitous appearance of power laws in natural and social systems has been

questioned recently in terms of their validity [CSN09, SP12] or whether other functions provide a better

description of the data, e.g. for the case of the city-size distribution [Eec04, Lev09, Eec09]. While the

statistical methods employed in assessing the validity of power laws are not free of choices and can

be questioned themselves, see e.g. [DC13], even if the exact functional form is not given by a power

law, the widespread appearance of non-trivial scaling relations has important practical consequences.

Besides their peculiar statistical properties when dealing with finite data (e.g. divergent values for

the mean or standard deviation [BG90]) these concern, e.g., i) the prediction of extreme events in the

context of, for example, floods, financial crisis, epileptic seizures [AJK06], or attention [MA14]; or ii)

the sub- or super-linear scaling of socio-economical indicators (such as GDP, patents, CO2 emissions)

with city size [BLH+07, Bat13] potentially useful in urban planning [LB14].

2.1.2. Fat-tailed distributions

In this section we apply the notion of scaling laws to probability distributions of a random variable.

We consider a continuous, non-negative random variable 𝑋 ∈ [0,∞) with probability mass function

(pmf) 𝑝(𝑥), i.e. the probability that 𝑋 ∈ [𝑥, 𝑥+ d𝑥) is given by 𝑃 (𝑥 ≤ 𝑋 < 𝑥+ d𝑥) = 𝑝(𝑥)d𝑥, with

the normalization condition
∫︀
𝑥 d𝑥𝑝(𝑥) = 1. Introducing the 𝑚-th moment as

⟨𝑥𝑚⟩ ≡
∫︁ ∞

0
d𝑥𝑥𝑚𝑝(𝑥), (2.3)



2.1.2 Fat-tailed distributions 9

a pmf is said to be fat-tailed if ∃𝛼 > 0 such that

∀𝑚 < 𝛼 :⟨𝑥𝑚⟩ < ∞,

∀𝑚 ≥ 𝛼 :⟨𝑥𝑚⟩ = ∞,
(2.4)

i.e. the 𝑚-th moment is only defined for 𝑚 < 𝛼. A general class of pmf’s that satisfy this condition

is given by power-law distributions of the form

𝑝(𝑥) ∼ 𝑥−(1+𝛼), (2.5)

where 𝐴(𝑥) ∼ 𝐵(𝑥) indicates that lim
𝑥→∞

𝐴(𝑥)/𝐵(𝑥) = constant. Thus they decay as a power law with

exponent 𝛼+1 for 𝑥 ≫ 1 showing the scaling behaviour discussed in Sec. 2.1.1 (at least) asymptotically.

We note that fat-tailed distributions are a subset of so-called heavy-tailed distributions, that is

distributions that decay slower than exponential, which is a less strict statement than Eq. (2.4). One

example of a distribution that decays slower than an exponential (heavy-tailed) but faster than a

power law (not fat-tailed) is the log-normal distribution. We further mention that fat-tailed distri-

butions appear naturally in the context of the generalized central limit theorem [Nol15] and extreme

value theory [AJK06]. The generalized central limit theorem due to Gnedenko and Kolmogorov states

that the distribution of a sum of independent and identically distributed random variables converges

to a so-called stable distribution. If the variance of the individual random variables is infinite (fi-

nite) the resulting stable distribution shows the scaling behaviour of Eq. (2.5) with 𝛼 ∈ (0, 2) (is a

Gaussian distribution). In extreme value theory, the Fisher–Tippett–Gnedenko theorem states that

the distribution of maxima of a sequence of independent and identically distributed random variables

converges to one of three limiting distributions: the Gumbel-, Fréchet-, or Weibull-distribution. The

Fréchet-distribution shows the scaling behaviour of Eq. (2.5) with 𝛼 > 0.

Finally, we want to illustrate the connection to so-called rank-frequency distributions. Considering

a countable set of items denoted by 𝑖 = 1, . . . , 𝑆 (with 𝑆 possibly infinite) each with probability of

occurrence 𝑝𝑖 such that
∑︀𝑆

𝑖=1 𝑝𝑖 = 1, we construct the rank-frequency distribution 𝑓(𝑟) by assigning

a rank 𝑟 = 1, . . . , 𝑆 to each item 𝑖, i.e. 𝑟 = 𝑟𝑖 and defining 𝑓(𝑟) = 𝑓(𝑟𝑖) = 𝑝𝑖 such that 𝑓(𝑟) ≥ 𝑓(𝑟′)

for 𝑟 < 𝑟′. In other words, the probabilities of the items 𝑖 are ordered in decreasing order and the

items are mapped to positive integers (the ranks). In this view, the random variables drawn from

the distribution 𝑓(𝑟) are the ranks 𝑟. In the limit of large ranks, i.e. 𝑟 ≫ 1, we approximate the

frequencies 𝑓 themselves as a continuous random variable 𝑋 with pmf 𝑝(𝑓) defined as above, Eq. (2.4),

i.e. 𝑃 (𝑓 ≤ 𝑋 < 𝑓 + d𝑓) = 𝑝(𝑓)d𝑓 . Noting that the rank 𝑟𝑖 simply counts the number of items that

have a frequency larger (or equal) than 𝑓(𝑟𝑖) = 𝑝𝑖 we can write

𝑟(𝑓) ∝ 𝑃 (𝑋 ≥ 𝑓) (2.6)
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which corresponds to the complementary cumulative distribution defined by

𝑃 (𝑋 ≥ 𝑓) ≡
∫︁ 1

𝑓
d𝑓 ′𝑝(𝑓 ′) (2.7)

such that we can relate the rank-frequency distribution to 𝑝(𝑓) by

𝑝(𝑓) ∝ d𝑟(𝑓)

d𝑓
. (2.8)

If we assume a power law rank-frequency distribution for the ranks 𝑟 = 1, 2, . . . ,∞

𝑓(𝑟) ∼ 𝑟−𝛾 (2.9)

with 𝛾 > 1 we get that

𝑝(𝑓) ∼ 𝑓−(1+1/𝛾) (2.10)

establishing the relation 𝛼 = 1/𝛾 with respect to fat-tailed distributions considered in Eq. (2.5). Note

that the latter scaling for 𝑝(𝑓) only holds for 0 < 𝑓 ≪ 1 due to i) the singularity at 𝑓 = 0; and ii) the

scaling in 𝑓(𝑟) for 𝑟 ≫ 1 implies 𝑓 ≪ 1.

2.2. Statistical analysis of language

In this section we briefly introduce the basic terminology in the statistical analysis of natural language.

The object of study are language corpora, i.e. collections of written texts produced by speakers of a

language. The texts consist of a sequence of characters defined by the corresponding alphabet. Here,

we analyze the texts on the level of words1 (or 1-grams), which we take as any string of characters

delimited by white spaces (a string of 𝑛 successive words is then called an n-gram). At this point, it

is useful to distinguish the term word into what is called a word-type and a word-token. A word-type

identifies any unique string of characters, i.e. the set of word-types corresponds to the set of distinct

words in a text. In contrast, a word-token refers to each individual occurrence of a given word-type

in a text.

The statistical analysis of language finds wide application in problems from computer science (in

this context it is called statistical natural language processing [MS99]) involving, e.g. (automatic)

classification of documents or authorship recognition. In the following we illustrate two different

approaches in analyzing the structure of language in a statistical framework.
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Name of the law Observables Functional form
Zipf [Zip36, Pia14] 𝑓 : frequency of word 𝑤; 𝑟: rank of 𝑤 in 𝑓 𝑓(𝑟) = 𝛼𝑟−𝛽

Menzerath-Altmann [Alt80, Cra05] 𝑥: length of the whole; 𝑦: size of the parts 𝑦 = 𝛼𝑥𝛽𝑒−𝛾𝑥

Heaps [Her64, Hea78, Egg07] 𝑉 : number of words; 𝑁 : database size 𝑉 ∝ 𝑁𝛼

Recurrence [Zip49, APM09, LPPM11] 𝜏 : distance between words 𝑃 (𝜏) ∝ exp (𝛼𝜏)
𝛽

Long-range correlation [DM73, SZZ93, ACE12] 𝐶(𝜏): autocorrelation at lag 𝜏 𝐶(𝜏) ∝ 𝜏−𝛼

Entropy Scaling [EP94, Deb06] 𝐻: Entropy of text with blocks of size 𝑛 𝐻 ∝ 𝛼𝑛𝛽 + 𝛾𝑛
Information content [Zip36, Zip49, PTG11] 𝐼(𝑙): Information of word with length 𝑙 𝐼(𝑙) = 𝛼+ 𝛽𝑙
Taylor’s law [GA14] 𝜎: standard deviation around the mean 𝜇 𝜎 ∝ 𝜇𝛼

Networks [SCMVS09, CM09, BFPS+13, CL14] Topology of lexical/semantic networks various

Table 2.1.: List of linguistic laws. Examples of linguistic laws with a non-exhaustive list of refer-
ences to the literature, a brief description of the observables involved in the linguistic law, and the
functional form stated by the law.

2.2.1. Linguistic laws

One aim in the statistical analysis of words (and text constituents more generally) is to reveal regular-

ities in the usage of language in the form of linguistic laws (following the notation from quantitative

linguistics [KAP05, Baa01, Zan14]), see Tab. 2.1 for a (non-exhaustive) list of examples.

While some of the linguistic laws clearly intend to speak about the language as whole, in practice

they are tested and motivated by observations in specific texts which are thus implicitly or explicitly

assumed to reflect the language as a whole. In particular, these laws denote quantitative relationships

between measurements obtained in a written text or corpus in contrast to, e.g. syntactic rules. The

distinction to rules is crucial insofar as the existence of these laws do not directly affect the production

of (grammatically and semantically) meaningful sentences in a language (e.g., because they involve

scales of the text much larger or shorter than a sentence). It is thus not difficult to get convinced

that a creative and persistent daemon2, trained in the techniques of constrained writing [Wik14a], can

generate understandable and arbitrary long texts which deliberately violate any single law mentioned

above. In a strict Popperian sense, a single of such demonic texts would be sufficient to falsify the

proposed linguistic law. Linguistic laws are thus different from syntactic rules and require a different

interpretation, in which statistics (and probability theory) play a central role, in contrast to the laws

of classical Physics. In the framework of a statistical interpretation, the demonic texts mentioned

above would be considered untypical, or highly unlikely. However, this requires the formulation

of a generative (stochastic) process for the production of texts in order to quantify the expected

fluctuations. In the same sense that a scientific law cannot be judged separated from a theory, linguistic

laws are only fully defined once a generative process is given. The crucial role of generative processes in

the statistical analysis of language was already emphasized by Gustav Herdan, the founding father of

quantitative linguistics [Her64]: “The quantities which we call statistical laws being only expectations,

they are subject to random fluctuations whose extent must be regarded as part of the statistical law.”

1 In Ref. [Zan14] it is argued that “the overall organization of language is more related to the distribution and ordering
of words than to the arrangement of letters ... [because] the coding of words in a particular alphabet or phoneme set
is, to a large extent, irrelevant to the linguistic structure of communication.”

2 a relative of Maxwell’s daemon known from thermodynamics.
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2.2.2. Information theory

Another approach in the statistical analysis of language aims at quantifying the amount of information

contained in language thereby measuring its degree of order. This question was a major stirring force

already in Shannon’s seminal paper [Sha48] on developing a mathematical theory of communication

which can be considered the birth of the field of information theory. The main idea is a probabilistic

description in which one assumes the existence of a stochastic source emitting symbols 𝑖 = 1, 2, . . . , 𝑆

randomly with probabilities 𝑝 = (𝑝1, 𝑝2, . . . , 𝑝𝑆) with
∑︀𝑆

𝑖=1 𝑝𝑖 = 1. This defines a stochastic process

in which the symbols are random variables. The central quantity in the framework of information

theory is the entropy of the source defined as

𝐻(𝑝) ≡ −
𝑆∑︁

𝑖=1

𝑝𝑖 log 𝑝𝑖, (2.11)

where the unit of 𝐻 is bits if one identifies log = log2 as the logarithm to base 2. It quantifies the

average amount of uncertainty about a randomly drawn symbol from the source, that is the (average)

number of binary questions one has to ask in order to learn the identity of the symbol. For example,

the case of maximum uncertainty is encountered if all symbols have the same probability, i.e. 𝑝𝑖 = 1/𝑆,

which gives 𝐻max = log𝑆, whereas in the case where we are absolutely sure about which symbol will

be drawn, i.e. there exists one symbol 𝑖* for which 𝑝𝑖* = 1 and 𝑝𝑖 ̸=𝑖* = 0, we get 𝐻min = 0 (note that

lim
𝑥→0+

𝑥 log 𝑥 = 0). For a thorough treatment of information-theoretic measures based on the entropy,

Eq. (2.11), we refer to Ref. [CT06].

In applications to language, one considers texts as sequences of symbols, e.g. letters or words, which

are realizations of a stochastic source and assigns each symbol a probability by counting the number

of occurrences in the observed sequences. In this framework, however, the obtained entropy only

quantifies the uncertainty about a source which we assume to emit symbols randomly without taking

into account any correlations induced by the ordering of the symbols present in the original sequence.

The latter can be achieved by extending the definition of a symbol in the sequence considering not

only individual letters or words (i.e. 1-grams) but also strings of 𝑛 letters or words (i.e. n-grams) as

individual symbols and taking the limit 𝑛 → ∞. In practice, one considers 𝑛 ≫ 1 due to the finitude

of available data.

Beyond applications in language, we note that the concepts of information theory can be applied

much more generally to quantify and analyze the regularities in any set of data, e.g. in the framework

of the Minimum Description Length [Gr7].

2.3. Linguistic databases

In this section we briefly describe the databases we employ in the statistical analysis of natural

language. For details on, e.g. how the data was obtained or how it was filtered, we refer to Appendix A.

The Google-ngram database [MSA+11] constitutes one of the largest electronic and publicly avail-
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able collections of written text comprising millions of books published in the period 1520-2008. It

provides the timeseries of word frequencies with a yearly resolution, i.e. the number of times a word

occurs in the books published in a given year. Our main interest in this database stems from its large

size (several millions of books with > 1011 words) and from the long time span it covers thus enabling

us to trace historical changes in the usage of language. For each language we use two different parti-

tions of the database: i) yearly (𝑦), in which case 𝑦(𝑡) corresponds to the database of the year 𝑡; and

ii) cumulative (𝑌 ), in which case 𝑌 (𝑡) =
∑︀𝑡

𝑡′=𝑡𝑜 𝑦(𝑡
′). Despite its large size, the Google-ngram has

some severe limitations, e.g. i) the data is already coarse-grained as the frequency of a word in a given

year constitutes an average taken over many books; ii) the collection of data is affected by errors in

the (automatic) scanning and digitization of books, so-called OCR-errors; or iii) it is unknown which

books are included in the dataset of a given year, possibly leading to biased samples [PDD15a].

In order to address these issues and to emphasize that any findings obtained from the Google-ngram

are of general validity, we choose two additional databases which still contain enough data but do

not suffer from these drawbacks, i.e. i) where the statistics of words can be analyzed on the level of

individual texts; ii) the text does not need to be scanned; and iii) the publishing process is inherently

different from that of books. The Wikipedia database contains all articles of a complete snapshot

of the English Wikipedia [Wik] (3, 743, 306 articles and & 109 word-tokens). The PlosOne database

contains all articles published in the journal PlosOne [API] (76, 723 articles and ≈ 109 word-tokens).





3. Scaling laws as a sampling problem

Statistics of word usage share remarkable similarities with other social, physical, and biological sys-

tems. The most well-known similarity is the widespread appearance of fat-tailed distributions, e.g.

Zipf’s law which shows that words in a text span a wide range of frequencies. These regularities are

often expressed in the form of scaling laws and seem to be extremely robust with respect to language,

topic, and time, despite the fact that all languages are constantly changing and individual word fre-

quencies show a strong variation across time and topics. The recent availability of large databases

allows us to reach new levels of quantitative precision and opens up possibilities of making new anal-

yses. This requires the application of rigorous statistical methods, also in order to test the validity of

the purported scaling laws in empirical data.

In this chapter we analyze scaling laws in the framework of stochastic sampling processes as simple

models for the usage of words and, hence, the production of texts. These models reveal the basic

mechanisms that govern, e.g. the vocabulary growth, and show the connection between the different

scaling laws observed simultaneously. Since our models are formulated in a probabilistic and generative

manner they can be viewed as simple null models allowing for the assessment of the validity of the

respective scaling laws. They have the additional significance as a remarkable example of how simple

models are able to capture the main statistical features that emerge from the interaction of millions

of individuals (or components).

In the following sections we combine statistical analysis of written texts and simple stochastic models

to explain the appearance of and elucidate the connection between scaling laws in the statistics of

word frequencies [GA13, AG16]. In Sec. 3.1 we perform a careful analysis of the rank-frequency

distribution of words proposing a generalization to Zipf’s law. In Sec. 3.2 we show how this affects

the vocabulary growth, i.e. how many different words will be found as a function of the total text

length, also known as Heaps’ law.

3.1. Distribution of word frequencies: Zipf’s law

In this section we focus on the distribution of word frequencies. In his seminal work, Zipf proposed that

if we rank all word-types according to the frequency of appearance (𝑟 = 1, 2, . . . , 𝑉 ), the frequency

𝑓(𝑟) of the r-th word-type scales with the rank 𝑟 as [Zip36, Zip49]

𝑓(𝑟) =
𝑓(1)

𝑟
, (3.1)
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where 𝑓(1) is the frequency of the most frequent word. The above expression cannot hold for large 𝑟

because for any 𝑓(1) > 0, there is an 𝑟* such that
∑︀𝑟*

𝑟=1 𝑓(1)/𝑟 > 1 meaning that 𝑓(𝑟) has to decay

faster than 1/𝑟 for 𝑟 & 𝑟*.1 Taking also into account that 𝑓(1) may not be the best proportionality

factor, the modern version of Zipf’s law is

𝑓(𝑟) = 𝐶𝑟−𝛾 , (3.2)

with 𝛾 ≥ 1, motivating numerous different generalization of Zipf’s proposal [Man53, Tul96, BBM11].

While many of these proposals were shown to provide a better account of particular databases, they

remain in a great extent unsatisfactory because they lack the simplicity and universality of Zipf’s

original proposal (e.g., the parameters vary depending on the size, topic or date of publication of the

analyzed texts [CMH97, Fer05]).

Motivated by the unprecedented magnitude of recently available databases, we apply rigorous sta-

tistical tests to determine which of the previously proposed distributions provide a better account of

the data. We will give an overview on the previously proposed models in Sec. 3.1.1. In Sec. 3.1.2

we describe the details of the statistical analysis in terms of i) fitting, ii) model selection, and iii)

hypothesis testing. In Sec. 3.1.3, we apply this framework to the Google-ngram database in 5 different

languages (English, German, French, Spanish, and Russian), see Appendix A.1 for details of the data.

In Sec. 3.1.4 we conclude with some critical remarks on the intricacies encountered in the statistical

analysis of Zipf’s law in particular, and fat-tailed distributions in general.

3.1.1. Models

We select 7 of the most popular previously proposed heavy-tailed distributions with at most two free

parameters [Baa01, LMC10, J1̈2]:

1. Power law (P):

𝑓(𝑟; 𝛾) = 𝐶𝑟−𝛾 (3.3)

2. Shifted power law (SP):

𝑓(𝑟; 𝛾, 𝑏) = 𝐶(𝑟 + 𝑏)−𝛾 (3.4)

3. Power law with exponential cutoff, tail (PET):

𝑓(𝑟; 𝛾, 𝑏) = 𝐶 exp (−𝑏𝑟) 𝑟−𝛾 (3.5)

4. Power law with exponential cutoff, beginning (PEB):

𝑓(𝑟; 𝛾, 𝑏) = 𝐶 exp (−𝑏/𝑟) 𝑟−𝛾 (3.6)
1In English 𝑓(1) ≈ 0.07 (the frequency of “the”) such that

∑︀𝑟*
𝑟=1 𝑓(1)/𝑟 > 1 for 𝑟* ≈ 106.
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5. Log-normal (LN):

𝑓(𝑟;𝜇, 𝜎) = 𝐶𝑟−1 exp

(︂
−1

2
(ln 𝑟 − 𝜇)2 /𝜎2

)︂
(3.7)

6. Weibull (W):

𝑓(𝑟; 𝛾, 𝑏) = 𝐶𝑟𝛾−1 exp
(︀
−𝑏𝑟−𝛾

)︀
(3.8)

7. Double power law (DP):

𝑓(𝑟; 𝛾, 𝑏) = 𝐶

⎧
⎨
⎩
𝑟−1, 𝑟 ≤ 𝑏

𝑏𝛾−1𝑟−𝛾 𝑟 > 𝑏,
(3.9)

The notation 𝑓(𝑟; 𝜃) means that the distribution 𝑓 depends on the rank 𝑟, and 𝜃 is the set of

parameters. The normalization constant 𝐶 = 𝐶(𝜃) is a function of the respective parameters and

fixed by
∑︀∞

𝑟=1 𝑓(𝑟; 𝜃) = 1. In practice, this is calculated numerically with the Euler-Maclaurin formula

available in the package mpmath [J+10].

In the following, we answer the following three questions:

∙ What are the best parameters for each model? (fitting)

∙ Which model is more likely to describe the data? (model selection)

∙ What is the probability that the data was generated by each model? (validity)

3.1.2. Statistical methods

Fitting

Given the data (i.e. the number of occurrences of each word), the best set of parameters, 𝜃*, is that

which minimizes the likelihood of the model [HTF09]. The need for such Maximum Likelihood (ML)

methods when fitting power-law distributions (such as Zipf’s law) has been emphasized in many recent

publications [GMY04, Bau07]. We refer to the review article Ref. [CSN09] and references therein for

more details on the (by now well-established) methods for fitting fat-tailed distributions.

In practice, it is convenient to minimize the negative of the log-likelihood:

𝜃* = argmin
𝜃

ℒ′ (𝜃) , (3.10)

where the likelihood ℒ is simply the probability of the data given the model with parameters 𝜃 such

that we can write

ℒ′ (𝜃) = − lnℒ (𝜃) = −
𝑁∑︁

𝑖=1

ln 𝑓 (𝑟 (𝑖) ; 𝜃) . (3.11)
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where we assume that each word-token 𝑖 (and hence its corresponding rank 𝑟(𝑖)) is drawn inde-

pendently from the corresponding distribution 𝑓(𝑟; 𝜃). In practice, the minimization is performed

numerically with a Nelder-Mead simplex algorithm (available in the Scipy library [JOP+ ]).

Model selection

Given the best parameters 𝜃* obtained from fitting each model to the data, we determine which of

the proposed models 𝑖 = 1...7 is more likely to describe the data. This is done by comparing their

likelihoods through the log-likelihood ratio [BA02]. For two models 𝑚1 and 𝑚2 with fitted parameters

𝜃*𝑚1
and 𝜃*𝑚2

the value logℒ𝑚1(𝜃*𝑚1)/ℒ𝑚2(𝜃*𝑚2) = 1(−1) means it is 𝑒1 = 2.718... times more (less)

likely that the data was generated by model 𝑚1 than model 𝑚2. When comparing models with

different numbers of parameters, one may penalize more complex models (i.e. models with a larger

number of parameters) in order to avoid overfitting. Therefore, instead of comparing the likelihoods

directly, we calculate the Akaike information criterion (AIC) [Aka74] for each model 𝑖

𝐴𝐼𝐶𝑖 = 2ℒ′
𝑖 (𝜃

*) + 2𝑅𝑖, (3.12)

where 𝑅𝑖 is the number of parameters estimated in the model 𝑖. The model which gives the minimum

value 𝐴𝐼𝐶min = min
𝑖
{𝐴𝐼𝐶𝑖} is most likely to describe the given data. From this we can calculate the

relative likelihood 𝑙𝑖 [BA02]

𝑙𝑖 = 𝑒(−(𝐴𝐼𝐶𝑖−𝐴𝐼𝐶min)/2), (3.13)

which states how likely model 𝑖 is to describe the data in comparison with the best model. This

implies that the probability 𝑤𝑖 that model 𝑖 (out of the 7 models considered) describes the data is

given by [BA02]

𝑙̃𝑖 = 𝑙𝑖/
7∑︁

𝑗=1

𝑙𝑗 . (3.14)

Validity

In the last step, we want to test the hypothesis that the data was generated from each of the models.

The idea is to quantify the similarity between the observed data and the data we would obtain if the

proposed model (with the fitted parameters 𝜃*) was true by means of the 𝑝-value. A low p-value (e.g.,

p-value < 0.01) is a strong indication that the null hypothesis (the model) is violated.

In practice [CSN09], one defines a measure of distance 𝐷 between the data and the model (e.g. the

Kolmogorov-Smirnov distance) and estimates the 𝑝-value as the fraction of finite-size realizations of

the proposed model (i.e. sets of randomly sampled data from the model with parameters 𝜃* with the

same number of observations) that show a distance 𝐷′ > 𝐷. However, due to the large size of our

data (𝑁 > 1011), this becomes computationally unfeasible, since it would require us to draw ≈ 1015

random numbers in order to obtain a 𝑝-value precision of 0.01.
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Therefore, we calculate an approximate 𝑝-value from the corresponding 𝜒2-statistics [D’A86]:

𝜒2 =

𝑄∑︁

𝑗=1

=
(𝑁𝑗 − 𝑛𝑗)

2

𝑛𝑗
. (3.15)

Here the domain is partitioned into 𝑄 cells, such that the expected number of observations per cell

𝑛𝑗 ≥ 5 [Tay97], with 𝑁𝑗 being the actual observed number of observations in cell 𝑗.

3.1.3. Results

Here we show our detailed analysis for the largest database (Google-ngram English, 𝑡0 = 1520,

𝑡 ∈ [1805, 2000]). For the other 4 languages we report the main findings and leave the details for the

Appendix B.

The results show that it is extremely unlikely (𝑝 < 10−15) that the data was drawn exactly from

any of the proposed distributions, a consequence of the large databases which makes any small (true)

deviation incompatible with these simple fits. On the other hand, the results show unequivocally that

for English the distribution with two power laws (DP) is the best fit (1− 𝑙̃dp < 10−15) for all databases

with a size larger than 109 words. In Fig. 3.1 we show the AIC of the proposed models, Eqs. (3.3-3.9).

We confirm that the double power law is also the best fit for a completely independent database, the

English Wikipedia, a strong indication of the validity of this result in databases of different origin

(see Appendix B).
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Figure 3.1.: Discrimination between different models with 𝐴𝐼𝐶 for English. Value of the 𝐴𝐼𝐶 for
a) yearly data 𝑦(𝑡) b) cumulative data 𝑌 (𝑡). The inset shows the difference Δ𝐴𝐼𝐶 = 𝐴𝐼𝐶i/𝑁 −
𝐴𝐼𝐶DP/𝑁 , 𝑖 ∈ {P,SP,PET,PEB,LN,W} meaning that if Δ𝐴𝐼𝐶 > 0 the double power law is the
most likely model among the proposed describing the data. Numbers refer to the enumeration of
the model in Sec. 3.1.1.
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Figure 3.2.: Rank-frequency distribution shows double scaling behavior (Zipf’s plot). a) Rank-
frequency distribution for the English database 𝑌 (2000) (solid) and a ML-fit of Eq. (3.16) (dashed).
b+c) parameters 𝛾 and 𝑏 obtained from ML-fits of Eq. (3.16) to yearly 𝑦(𝑡) (x-symbols) and accu-
mulated 𝑌 (𝑡) (solid) database. Arrows indicate the values of the parameters 𝛾* and 𝑏* obtained for
the fit in a). Results are shown for the time range 𝑡 ∈ [1805, 2000] in which data is most reliable,
accumulation starts in 𝑡0 = 1520.

We now discuss in detail the best two-parameter model we identify from our data, see Fig. 3.2(a):

𝑓dp(𝑟; 𝛾, 𝑏) = 𝐶

⎧
⎨
⎩
𝑟−1, 𝑟 ≤ 𝑏

𝑏𝛾−1𝑟−𝛾 𝑟 > 𝑏,
(3.16)

characterizing a double power law (DP), where 𝑏, and 𝛾 are free parameters, and 𝐶 = 𝐶(𝛾, 𝑏) is

the normalization constant2. The original Zipf’s law, Eq. (3.1), is recovered for high-frequency

words and a critical rank 𝑟 = 𝑏 determines a transition to a power law with exponent 𝛾. Double

power laws were proposed as a generalization of Zipf’s law in Ref. [NB98] and further investigated

in Refs. [FS01, PTH+12]. These insightful works used distributions with two power-law exponents

𝛾1, 𝛾2 and were motivated by the visual inspection of double logarithmic plots. Our improved sta-

tistical analysis confirms and extends these observations for the simpler distribution Eq. (3.16). Be-

sides the likelihood analysis and visual inspection given in Fig. 3.2, a third strong evidence in favor

of distribution (3.16) comes from the comparison of the estimated parameters of different corpora

shown in Fig. 3.2(b,c). Very similar values 𝑏 ∈ [7 · 103, 12 · 103] and 𝛾 ∈ [1.8, 2.5] were obtained for

non-overlapping databases (for the English Wikipedia: 𝑏 = 7830, 𝛾 = 1.68), and the fluctuations

become smaller for increasing database size. These observations strongly suggest that the same fixed

parameters provide a good description of all English texts (e.g., 𝑦(1900) and 𝑦(2000)). Therefore,

2The sharp transition between the two regimes in Eq. (3.16) might seem artificial. We believe that alternative distribu-
tions which interpolate between the two scalings could provide a similarly good account of the data. The advantage
of the distribution Eq. (3.16) is that the transition point 𝑟 = 𝑏 appears explicitly as a free parameter and can be
independently estimated from data
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hereafter we do not consider individual fits for each database and instead assume that Eq. (3.16)

is valid with 𝑏 = 𝑏* = 7873 and 𝛾 = 𝛾* = 1.77, values obtained for our largest database 𝑌 (2000).

Similar findings also apply to the other languages. In Tab. 3.1 we summarize the parameters 𝛾* and

𝑏* obtained from a ML-fit of the largest database 𝑌 (2000) of the respective language to Eq. (3.16).

French and Spanish are also best described by Eq. (3.16) for databases exceeding a particular size and

yield values for 𝛾* and 𝑏* similar to English. For German and Russian Eq. (3.16) constitutes only the

second best model. However, we have strong indications that it provides a better account of the tails

(𝑟 ≫ 𝑏*) and therefore we expect that even larger databases will reveal the double power law as the

best fit also in these languages (see Appendix B). Apart from being the smallest databases among the

investigated languages the large values of 𝑏* in German and Russian require even larger databases to

characterize the deviations from the 𝑟−1 regime for 𝑟 ≫ 𝑏*.

Language 𝑏* 𝛾* 𝐶* = 𝐶(𝛾*, 𝑏*)
English 7, 873 1.77 0.0922
French 8, 208 1.78 0.0920
Spanish 8, 757 1.78 0.0915
German 19, 863 1.62 0.0828
Russian 62, 238 1.94 0.0789

Table 3.1.: Parameters 𝑏*, 𝛾*, and 𝐶* = 𝐶(𝛾*, 𝑏*) obtained from ML-fit of Eq. (3.16) obtained for
the largest database 𝑌 (2000) for all considered languages.

3.1.4. Critical discussion on fitting

In this section we want to critically discuss the use of Maximum Likelihood approaches in the statistical

analysis of the distribution of word frequencies, e.g. Zipf’s law. These remarks are equally valid in the

analysis of statistical laws in social or natural systems in general. The statistical analysis is far from

being free of choices, both in terms of the methods employed and also about additional assumptions

not contained in the original law. The main aim is to point out that these choices matter and should

be carefully discussed.

Representation matters

Instead of analyzing the rank-frequency distribution 𝑓(𝑟), an alternative formulation can be obtained

by looking at the fraction of word-types with a given frequency 𝑓 , 𝑃 (𝑓). In this representation, Zipf’s

law, Eq. (3.2), can be cast in the form

𝑃 (𝑓) = 𝐶†𝑓−𝛾†
. (3.17)

While asymptotically this formulation of Zipf’s law is equivalent to the one in terms of ranks 𝑓(𝑟)

with 𝛾† = 1 + 𝛾 [Man61, Mit04, New05], the likelihood computed in both cases is usually not the

same. The reason is that real data is finite, noisy, and possibly not drawn from this distribution.
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Power-law fitting manuals [CSN09] – employed for linguistic and non-linguistic problems – suggest

to fit Zipf’s law using the distribution of frequencies 𝑃 (𝑓) given in Eq. (3.17). However, it is also

possible to use the rank formulation, Eq. (3.2) because the frequencies of ranks 𝑓(𝑟) are normalized∑︀
𝑟 𝑓(𝑟) = 1 and can thus be interpreted as a probability distribution. However, a drawback in

fitting 𝑓(𝑟) is that the process of ranking introduces a bias in the estimator [GLSW96, MSFCC15].

For instance, consider a finite sample from a true Zipf distribution containing ranks 𝑟 = 1, . . . ,∞.

Because of statistical fluctuations, some of the rankings will be inverted (or absent) so that when we

rank the words according to the observations we would obtain observations (the rank) different from

the ones drawn. This effect introduces bias in our estimation of the parameters (overestimating the

quality of the fit). The words affected by this bias are the ones with largest ranks, which contribute

very little to the estimation of the parameters of Zipf’s law. Therefore, we expect that this bias to

become negligible for sufficiently large sample sizes.

In the likelihood of 𝑃 (𝑓) each observation corresponds to the frequency of a word-type meaning

that the most frequent word in the database (e.g., the) counts the same as words appearing only once

(the hapax legomena). This means that, in practice, the part of the distribution that matters in the

fitting are the words with very few counts, which contribute very little to the total text. Instead, in

the likelihood of 𝑓(𝑟) the observational quantity is the rank of each occurrence of the word meaning

that each word-token counts the same. Thus, the frequent words contribute more to the likelihood, a

good property that we believe makes the fitting more robust.

Therefore, the statistical rigorous methods of Maximum Likelihood will be dominated either by

the most frequent (in case of fitting in 𝑓(𝑟)) or least frequent (in case of fitting in 𝑃 (𝑓)) words.

As a result, even if asymptotically (i.e. infinite data) different formulations of a statistical law are

equivalent, the specific representation in which we test the law implicitly assumes a certain generative

(stochastic) process how the data was sampled. This in turn leads to different results when applied

to finite and often noisy data, which has to be taken into account when interpreting the results of the

corresponding fits. In our opinion, the advantage of fitting the rank-frequency distribution is that it

is more robust since every individual word-token in the text is counted as a separate observation, i.e.

words that appear more often (and whose frequency is more stable) contribute more to the likelihood

function.

Correlated samples

Typically, more data confirms the original observations motivating the statistical laws – mostly based

on visual inspection – but tends to make these laws violate any rigorous statistical test designed to

evaluate their validity. This is seen in Fig. 3.2(a), where a visually good fit yields a 𝑝-value < 10−15.

This leads to a seemingly contradictory situation: while the validity of the laws as an estimation of

the general behavior is confirmed (e.g., it is much better than alternative descriptions), these laws are

strictly speaking falsified.

The failure of passing significance tests for increasing data size is not surprising because any small

deviation from the null model becomes statistically significant. The conclusion emerging from these
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analysis is that power-law distributions are not as widely valid as previously claimed (see also,

e.g. [CSN09, SP12]), but often are better than alternative (simple) descriptions, e.g. considering

two-parameter generalizations of Zipf’s law, Eq. (3.16). Our main criticism on that view is that it

ignores the presence of correlations in the data: the computation of the likelihood in Eq. (3.11) as-

sumes independent observations. Furthermore, this assumption leads to an underestimation of the

expected fluctuations (e.g. KS-distance) in the calculation of the p-value when assessing the validity

of the statistical law. It is thus unclear in which extent a negative result in the validity test (e.g.,

p-value≪ 0.01) is due to a failure of the proposed law or, instead, is due to the violation of the hy-

pothesis of independent sampling. This hypothesis is known to be violated in texts [Baa01, LPPM11]

– the sequence of words and letters are obviously related to each other. In Fig. 3.3 we show that these

correlations affect the estimation of the frequency of individual words, which show fluctuations much

larger than those expected when assuming independence.

One approach to take into account correlations is to estimate a time for which two observations

are independent, and then consider observations only after this time (a smaller effective sample size).

Alternative approaches considered statistical tests for specific classes of stochastic processes (cor-

related in time) [Wei78] or based on estimations of the correlation coming from the data [CB11].

The application of these methods to linguistic laws is not straightforward because these methods

fail in cases in which no characteristic correlation time exists. Books show such long-range correla-

tions [DM73, SZZ93], also in the position of individual words in books [DM73, ACE12], in agreement

with the observations reported in Fig. 3.3. More generally, correlations lead to a slower convergence

to asymptotic values and it is thus possible to create processes of text generation which comply to a

linguistic law asymptotically but that (in finite samples) violate statistical tests based on independent
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Figure 3.3.: Estimation of the frequency, 𝑓𝑛 of a word in the first 𝑛 word-tokens of a book (Moby
Dick by H. Melville). The red curve corresponds to the actual observation and the blue curve
to the curve measured in a version of the book in which all word-tokens were randomly shuffled.
The shaded regions show the expected fluctuations (±2𝜎) assuming that the probability of using
the word is given by the frequency of the word in the whole book (𝑓𝑛=𝑁 ) and that: (i) usage is
random (blue region) – see also Ref. [Baa01] or (ii) the time between successive usages of the word
is drawn randomly from a stretched exponential distribution with exponent 𝛽 = 0.5, as proposed in
Ref. [APM09].



24 3.2 Vocabulary growth: Heaps’ law

sampling. While this problem also affects the fitting and, thus, the model comparison, the effect of

correlations affects all models in the same way which allows for a comparison on equal foot. We,

therefore, believe that the results from the model comparison are more robust with respect to these

correlations justifying our previous approach.

3.2. Vocabulary growth: Heaps’ law

Another well-studied scaling in language concerns the vocabulary growth and is known as Heaps’

law [Hea78] (although already proposed much earlier by Herdan [Her58]). It states that the number

of different words (word-types), 𝑉 , scales sub-linearly with the total number of words (word-tokens),

𝑁 , i.e.

𝑉 (𝑁) ∝ 𝑁𝜆 for 𝑁 ≫ 1, (3.18)

with 0 < 𝜆 < 1.

The importance of looking at this scaling law is that it is used in different applications [MRS08],

e.g., (i) to optimize the memory allocation in inverted indexing algorithms [BYN00], e.g., used in

search engines [WZ05, CMS09]; (ii) to estimate the vocabulary of a language [MSA+11, Kle13]; or

(iii) to compare the vocabulary richness of documents with different lengths [WA99, Baa01, YKK12].

Beyond linguistic applications, scalings of the number of unique items as a function of database

size similar to Heaps’ law have been observed in other domains, e.g. the species-area relationship

in ecology [Arr21, Bra82, GG06], collaborative tagging [CBB+09], network growth [KR13], in the

statistics of chess moves [PJSB13], and in the dynamics of innovation [TLSS14].

Here, we show the intimate connection between Zipf’s law and Heaps’ law in the light of the

results from the previous section, Sec. 3.1. For this, we propose two qualitatively different generative

models in which the usage of words (and therefore the production of artificial texts) is modeled by

stochastic processes. The first model in Sec. 3.2.1 explores the implications of the generalized Zipf’s

law on the expected vocabulary growth showing that a simple null model neglecting any correlations

present in real texts allows for an accurate quantitative prediction of the vocabulary only given the

rank-frequency distribution. The second model in Sec. 3.2.2 is in the same spirit of preferential

attachment-type growth models offering an improved interpretation of the double scalings in our

empirical findings on the generalized Zipf’s law from Sec. 3.1.

3.2.1. Poisson null model

The connection between Zipf’s law, Eq. (3.2), and Heaps’ law, Eq. (3.18) is known at least since

Mandelbrot [Man61], and has been further investigated in recent years [vv05, ZM05, SFM09], es-

pecially for large databases [WZ05], finite text sizes [BCM09, LZZ10, FCC15], and more general

distributions [GA13, FCBC13]. A simple and powerful approach is the so-called Zipfian ensem-

ble [Eli11], which can be traced [PTH+12] back to Mandelbrot [Man61]. It was shown that for a
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stochastic process with fixed frequencies for words (or similar assumptions), asymptotically Heaps’

law can be interpreted as a direct consequence of a Zipfian rank frequency distribution 𝑓(𝑟) ∼
𝑟−𝛾 [BYN00, vv05, SFM09, BCM09, Eli11] and vice versa [Sim55, ZM05, MKEHG11].

In this description, we assume that the usage of each word with rank 𝑟 is governed by an independent

Poisson process with a given frequency 𝑓(𝑟). As a result, the number of different words, 𝑉 , becomes

a stochastic variable for which we can calculate the expectation value E [𝑉 (𝑁)] and the variance

V [𝑉 (𝑁)] over the realizations of the Poisson process:

E [𝑉 (𝑁)] ≡ 𝜇(𝑁) =
∑︁

𝑟

1− 𝑒−𝑁𝑓(𝑟), (3.19)

V [𝑉 (𝑁)] ≡ 𝜎(𝑁)2 ≡ E
[︀
𝑉 (𝑁)2

]︀
− E [𝑉 (𝑁)]2 =

∑︁

𝑟

𝑒−𝑁𝑓(𝑟) − 𝑒−2𝑁𝑓(𝑟). (3.20)

These expressions can be shown by noting that the number of different words in each realization of

the Poisson process is given by

𝑉 (𝑁) =
∑︁

𝑟

𝐼 [𝑛𝑟(𝑁, 𝑓(𝑟))] , (3.21)

in which 𝑛𝑟 is the integer number of times the word 𝑟 occurs in a Poisson process of length 𝑁 with

frequency 𝑓(𝑟) and 𝐼[𝑥] is an indicator-type function, i.e. 𝐼[𝑥 = 0] = 0 and 𝐼[𝑥 ≥ 1] = 1. Averaging

over realizations of the Poisson process requires the calculation of E[𝐼[𝑛𝑟(𝑁, 𝑓(𝑟))]] ≡ ⟨𝐼[𝑛𝑟(𝑁)]⟩ =
1 − 𝑒−𝑁𝑓(𝑟), which is the probability that the word with rank 𝑟 appears at least once in a text of

length 𝑁 . Considering all words we obtain

E [𝑉 (𝑁)] =
∑︁

𝑟

⟨𝐼[𝑛𝑟(𝑁)]⟩ =
∑︁

𝑟

1− 𝑒−𝑁𝑓(𝑟), (3.22)

V [𝑉 (𝑁)] ≡ E
[︀
𝑉 (𝑁)2

]︀
− E [𝑉 (𝑁)]2 (3.23)

=
∑︁

𝑟,𝑟′
⟨𝐼 [𝑛𝑟] 𝐼 [𝑛𝑟′ ]⟩ −

∑︁

𝑟,𝑟′
⟨𝐼 [𝑛𝑟]⟩⟨𝐼 [𝑛𝑟′ ]⟩ (3.24)

=
∑︁

𝑟

⟨𝐼 [𝑛𝑟]
2⟩+

∑︁

𝑟,𝑟′
𝑟 ̸=𝑟′

⟨𝐼 [𝑛𝑟] 𝐼 [𝑛𝑟′ ]⟩ −
∑︁

𝑟,𝑟′
⟨𝐼 [𝑛𝑟]⟩⟨𝐼 [𝑛𝑟′ ]⟩ (3.25)

=
∑︁

𝑟

⟨𝐼 [𝑛𝑟]⟩+
∑︁

𝑟,𝑟′
𝑟 ̸=𝑟′

⟨𝐼 [𝑛𝑟]⟩⟨𝐼 [𝑛𝑟′ ]⟩ −
∑︁

𝑟,𝑟′
⟨𝐼 [𝑛𝑟]⟩⟨𝐼 [𝑛𝑟′ ]⟩ (3.26)

=
∑︁

𝑟

𝑒−𝑁𝑓(𝑟) − 𝑒−2𝑁𝑓(𝑟) (3.27)

where we used that 𝐼[𝑥]2 = 𝐼[𝑥] and that Poisson processes of different words (𝑟 ̸= 𝑟′) are independent

of each other.

Assuming Zipf’s law (3.3), i.e. 𝑓(𝑟) = 𝐶𝑟−𝛾 with 𝛾 > 1, we can calculate E [𝑉 (𝑁)] analytically in
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the continuum limit by substituting 𝑥 ≡ 𝑓(𝑟):

E [𝑉 (𝑁)] =
∑︁

𝑟

1− 𝑒−𝑁𝑓(𝑟)

= −
∫︁ 1

0
d𝑥

d𝑟

d𝑥

(︀
1− 𝑒−𝑁𝑥

)︀

=
1

𝛾
𝐶1/𝛾

∫︁ 1

0
d𝑥𝑥−1−1/𝛾d𝑥

(︀
1− 𝑒−𝑁𝑥

)︀

= 𝐶1/𝛾
[︁
−1 + 1/𝛾𝐸1+1/𝛾(𝑁)− Γ(−1/𝛾)𝑁1/𝛾

]︁

(3.28)

where Γ(𝑥) is the Gamma function and 𝐸𝑧(𝑥) =
∫︀∞
1 d𝑡𝑒−𝑥𝑡/𝑡𝑧 is the exponential integral with

lim
𝑥→∞

𝐸𝑧(𝑥) = 0 (for 𝑧 > 1) [AS72]. Hence, for 𝑁 ≫ 1 we recover Heaps’ law, Eq. (3.18), i.e.

E [𝑉 (𝑁)] ∝ 𝑁𝜆, with a simple relation between the scaling exponents 𝛾 = 𝜆−1.

The Poisson null model (PNM), Eq. (3.19,3.20), therefore, is able not only to describe the connection

between Zipf’s law and Heaps’ law in terms of the respective exponents, 𝛾 and 𝜆, but also allows for a

rigorous quantitative treatment. One the one hand, we are able to quantify the expected fluctuations

around the average behaviour, which will be further explored in Sec. 4.2. On the other hand, we obtain

a generalized picture in which we can predict the vocabulary growth for arbitrary rank-frequency

distributions, 𝑓(𝑟).

In the following, we search for the implications of our finding of a generalized Zipf’s law, Eq. (3.16),

on the vocabulary growth. In order to be able to compare the predictions from the PNM to the data

of Google-ngram (in which words have to appear at least 𝑠 = 41 times before they are considered

part of the vocabulary, see Appendix A.1), we have to generalize the PNM accordingly. In analogy

to Eq. (3.21), we define the vocabulary as a stochastic variable

𝑉 (𝑠)(𝑁) =
∑︁

𝑟

𝐼𝑠 [𝑛𝑟(𝑁, 𝑓(𝑟))] , (3.29)

where we introduce a generalized indicator function, 𝐼𝑠[𝑥 < 𝑠] = 0 and 𝐼𝑠[𝑥 ≥ 𝑠] = 1, accounting

for the fact that a word with rank 𝑟 has to appear at least 𝑛𝑟 ≥ 𝑠 times before it is included in the

vocabulary. From basic properties of the Poisson process we know that

E [𝐼𝑠[𝑛𝑟(𝑁, 𝑓(𝑟))]] ≡ ⟨𝐼𝑠[𝑛𝑟(𝑁)]⟩ = 1−
𝑠−1∑︁

𝑗=0

(𝑓(𝑟)𝑁)𝑗

𝑗!
𝑒−𝑓(𝑟)𝑁 , (3.30)

which gives

E
[︁
𝑉 (𝑠)(𝑁)

]︁
=
∑︁

𝑟

⎡
⎣1−

𝑠−1∑︁

𝑗=0

(𝑓(𝑟)𝑁)𝑗

𝑗!
𝑒−𝑓(𝑟)𝑁

⎤
⎦ . (3.31)

Assuming a double power law in the rank-frequency distribution, 𝑓dp(𝑟; 𝛾, 𝑏) from Eq. (3.16), we
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can show that for 𝑠 ≫ 1 we get approximately

E [𝑉dp(𝑁 ; 𝛾, 𝑏)] ≈ 𝐶𝑠

⎧
⎨
⎩
𝑁, 𝑁 ≪ 𝑁𝑏

𝑁
1−1/𝛾
𝑏 𝑁1/𝛾 , 𝑁 ≫ 𝑁𝑏,

(3.32)

where 𝑁𝑏 is the number of words such that E [𝑉 (𝑁𝑏)] = 𝑏 and the scaling constant 𝐶𝑠 = 𝐶/𝑠

[𝐶 ≈ 𝑓(𝑟 = 1) being the frequency of the most common word, as can be seen from Eq. (3.16)]. We

show this by noting that in Eq. (3.31) the term 𝑌 ≡ 1 −∑︀𝑠−1
𝑗=0

(𝑓(𝑟)𝑁)𝑗

𝑗! 𝑒−𝑓(𝑟)𝑁 , corresponds to the

cumulative distribution of a Poisson distributed variable 𝑋 with intensity 𝑓(𝑟)𝑁 , i.e. 𝑌 = 𝑃 (𝑋 ≥
𝑠) = 𝑄(𝑠, 𝑓(𝑟)𝑁), where 𝑄(𝑠, 𝑥) = 𝛾(𝑠,𝑥)

Γ(𝑠) with 𝛾(𝑠, 𝑥) the lower incomplete Gamma function, and Γ(𝑠)

the Gamma function. Looking at the rescaled variable 𝑁 ′ = 𝑁/𝑠, we get 𝑃 (𝑋 ≥ 𝑠) = 𝑄(𝑠, 𝑓(𝑟)𝑁 ′𝑠)

such that lim
𝑠→∞

𝑄(𝑠, 𝑓(𝑟)𝑁 ′𝑠) = Θ(1− 𝑓(𝑟)𝑁 ′) (see Eq. (8.11.13) in Ref. [DLM]), where Θ(𝑥 < 0) = 0

and Θ(𝑥 > 0) = 1 is the Heaviside function. Plugging this into Eq. (3.31) we get

lim
𝑠→∞

E
[︁
𝑉 (𝑠)(𝑁 ′ = 𝑁/𝑠)

]︁
=
∑︁

𝑟

Θ(𝑁 ′ − 1/𝑓(𝑟)), (3.33)

which defines an implicit function for the vocabulary growth in the limit 𝑠 → ∞

E
[︁
𝑉 (𝑠)(𝑁 ′ = 1/𝑓(𝑟))

]︁
= 𝑟 (3.34)

yielding Eq. (3.32) for the rank-frequency distribution from Eq. (3.16). In practice, Eq. (3.34) is

already a good approximation for 𝑠 > 10, see Appendix C.

In Fig. 3.4 we show that the data in the Google-ngram database obeys the scalings of Eq. (3.32). In

Fig. 3.4(a) we present the 𝑉 (𝑁)-curve for English. While for the yearly database 𝑦(𝑡) we obtain a set

of points for each 𝑡, the cumulative database 𝑌 (𝑡) builds a curve of vocabulary growth for increasing

𝑡. Despite the differences in these databases, all the data lie in a relatively narrow region of the plot

which resembles a single curve compatible with the double scaling of Eq. (3.32). This curve is well

described by the E[𝑉 (𝑁)] curve obtained from the combination of the double power-law distribution

Eq. (3.16) with fixed parameters (𝛾*, 𝑏*) and the assumption of Poisson usage of words, in the spirit

of the PNM with threshold 𝑠 = 41, Eq. (3.31). Similar observations apply to all considered languages,

as shown in Fig. 3.4(b). On closer inspection, Fig. 3.4(c), the fine details of the 𝑉 (𝑁) curve are not

compatible with the fluctuations expected from the strongly simplifying assumptions of the PNM.

This will be discussed in detail in Sec. 4.2. Nevertheless, it is remarkable that the agreement between

model and data remains within 50% for different databases and over 9 orders of magnitude in size.

Finally, we address the question about the size (and the possible finitude) of the vocabulary of a

given language as recently discussed in [MSA+11, Kle13]. Even after more than 106 different words

the 𝑉 (𝑁)-data in Fig. 3.4 does not seem to saturate. To further investigate this point, we perform

the PNM with the same rank-frequency distribution from Eq. (3.16) (fixed 𝑏*, 𝛾*) but varying the

maximum possible number of different words 𝑉 max
PNM, i.e., 1, 2, 5 ,10, and 100 times the observed number

of distinct words in our largest database 𝑌 (2000). It can be seen in Fig. 3.4(d) that the differences for
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Figure 3.4.: Vocabulary 𝑉 as a function of database size 𝑁 (Heaps’ plot). a) Number of distinct
words as a function of the number of words for yearly 𝑦(𝑡) (x-symbols) database, cumulative 𝑌 (𝑡)
(solid) database, and the Poisson null model (dashed) assuming 𝑠 = 41 and the rank-frequency
distribution Eq. (3.16) with 𝑏* = 7873 and 𝛾* = 1.77. b) Same curves as in a) but for different
languages showing the same scaling behaviour. In order to increase visibility the curves for French,
Spanish, and Russian were shifted, respectively, by one, two, and three decades with respect to their
x-values. c) Difference of the curves in a): Deviation of the data 𝑦(𝑡) and 𝑌 (𝑡) (𝑉data) from the PNM
growth curve (𝑉PNM). The dashed lines show the 95%-confidence interval of the PNM. d) Deviation
of a PNM growth curve with a hypothetically finite vocabulary (𝑉finitePNM) from the PNM growth
curve with infinite vocabulary (𝑉PNM) assuming rank-frequency distribution Eq. (3.16). Possible
size of the total vocabulary is given in units 𝑘 of the number of observed distinct words in 𝑌 (2000),
such that 𝑉 max

PNM = 𝑘 ·4 263 717 with 𝑘 = 1, 2, 5, 10, 100. Since for 𝑁 −→ ∞ : 𝑉finitePNM(𝑁) −→ 𝑉 max
PNM

the deviation for 𝑘 = 1 becomes already large for 𝑁 > 1011.

the predicted growth curves for such different hypothetical vocabulary sizes are negligible compared

to the fluctuations of the real data. From this we conclude that given the data accessible so far

the possible vocabulary can be regarded for all practical purposes to be infinite (although bounded

by combinatorial arguments due to a finite alphabet and word length). The fact that the same

distribution Eq. (3.16) with fixed parameters accounts for the observation across all years shows that

the observation of different number of words is driven mainly by the different database size and not

by a change in vocabulary richness over time.
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3.2.2. Preferential attachment growth model

In this section we propose a simple generative model which recovers and allows for an improved

interpretation of the double scalings in our empirical findings – Eqs. (3.16) and (3.32).

Model

Our approach is different from Zipf’s original explanation based on a principle of least effort between

speakers and listeners [Zip36, CMFS11], but instead is in line with the tradition of preferential at-

tachment (PA) (also known as Yule-, Simon-, or Gibrat)-type stochastic growth models explaining

fat-tailed distributions [Yul25, Mit04, New05, SR10]. The main novelty in our model is that it con-

tains two classes of word-types: a core vocabulary and a noncore vocabulary [FS01]. At each step

a word (i.e. word-token) is drawn (𝑁 ↦→ 𝑁 + 1) and attributed to one of the distinct words (i.e.

word-type) depending on probabilities specified below, see Fig. 3.5 for a sketch of the model.

The total number of word-types is given by 𝑉 = 𝑉𝑐 + 𝑉𝑐, where (𝑉𝑐) 𝑉𝑐 is the number of (non)core

words. The new word-token can either be a new word-type (𝑉 ↦→ 𝑉 +1) with a probability 𝑝new or an

already existing word-type (𝑉 ↦→ 𝑉 ) with probability 1− 𝑝new. In the latter case, a (previously used)

word-type is attributed to the word-token at random with probability proportional to the number of

times this word-type has occurred before. In the former case, the new word-type can either originate

from a finite set of 𝑉 max
𝑐 core words (𝑉𝑐 ↦→ 𝑉𝑐 + 1) with probability 𝑝𝑐 or come from a potentially

infinite set of noncore words (𝑉𝑐 ↦→ 𝑉𝑐 + 1). In our simplest model we consider 𝑝𝑐 to be a constant,

i.e. 𝑝0𝑐 / 1, which becomes zero only if all core words were drawn (𝑉𝑐 = 𝑉 max
𝑐 ):

𝑝𝑐 (𝑉𝑐) =

{︃
𝑝0𝑐 if 𝑉𝑐 < 𝑉 max

𝑐 ,

0 if 𝑉𝑐 = 𝑉 max
𝑐 .

(3.35)

The final element of our model, which establishes the distinguishing aspect of core words, is the

dependence of 𝑝new on 𝑉 . We choose 𝑝new (and 𝑝𝑐) to depend on 𝑉 and not on 𝑁 because an increase

in 𝑉 necessarily reflects that fewer undiscovered words exist while an increase in 𝑁 is strongly affected

by repetitions of frequently used words. By definition, we think of core words as necessary in the

creation of any text and, therefore, the usage of a new core word in a particular text should be

expected and thus not affect the probability of using a new (noncore) word-type in the future, i.e.,

𝑝new = 𝑝new(𝑉𝑐). On the other hand, if a noncore word is used for the first time (𝑉𝑐 ↦→ 𝑉𝑐 + 1) the

combination of this word with the previously used (core and noncore) words lead to a combinatorial

increase in possibilities of expression of new ideas with the already used vocabulary and thus to a

decrease in the marginal need for additional new words [PTH+12]. In our model, this argument

suggests that 𝑝new should decrease with 𝑉𝑐. Taking these factors into account, we propose as an

update rule for 𝑝new after each occurrence of a new noncore word as

𝑝new ↦→ 𝑝new

(︂
1− 𝛼

𝑉𝑐 + 𝑣

)︂
, (3.36)
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Figure 3.5.: Illustration of our generative model for the usage of new words.

with the decay rate 𝛼 > 0 and the constant 𝑣 ≫ 1 which is introduced simply in order to damp the

reduction of 𝑝new for small 𝑉𝑐 (for simplicity, we use 𝑣 = 𝑉 max
𝑐 ). The main justification for the exact

functional form in Eq. (3.36) is that it allows us to recover the empirical observations reported in

Figs. 3.2 and 3.4, as shown below. An alternative a posteriori justification will be given at the end

of the next paragraph and shows that Eq. (3.36) can be interpreted as a direct consequence of an

unlimited noncore vocabulary.

Analytical treatment

We now show how this model recovers Eqs. (3.16) and (3.32). We require that 1 − 𝑝0𝑐 ≪ 1, which

simply means that it is much more likely to draw core words than noncore words initially. In this

case we can obtain approximately exact solutions for 𝑉 (𝑁) in the two limiting cases considered in

Eq. (3.32). When 𝑉 ≪ 𝑉 max
𝑐 , which implies 𝑉𝑐, 𝑉𝑐 ≪ 𝑉 max

𝑐 , it follows from Eqs. (3.35) and (3.36) that

𝑝new ≈ const. and therefore we trivially obtain that 𝑉 ∼ 𝑁1. This case resembles the very beginning

of the vocabulary growth, when most new word-types belong to the set of core words. In the case

𝑉 ≫ 𝑉 max
𝑐 , 𝑝𝑐 = 0 and 𝑉 ≈ 𝑉𝑐 so that Eq. (3.36) becomes in the continuum limit:

d
d𝑉

𝑝new (𝑉 ) = −𝛼
𝑝new (𝑉 )

𝑉
, (3.37)

from which it follows that 𝑝new ∼ 𝑉 −𝛼.

We now obtain the expected growth curve 𝑉 (𝑁). Notice that our model can be considered a biased

random walk in 𝑉 , which, as an approximation, can be mapped onto a binomial random walk by the

coordinate transformation 𝑉 (𝑁) such that 𝑝new (𝑉 ) = 𝑝new (𝑉 (𝑁)). The resulting Poisson-Binomial

process [Fel68] can be treated analytically, e.g., the transformation 𝑉 (𝑁) is then given by the average
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of the vocabulary growth:

𝑉 (𝑁) =

∫︁ 𝑁

0
d𝑁 ′𝑝new

(︀
𝑁 ′)︀

=

∫︁ 𝑉 (𝑁)

𝑉 (0)
d𝑉 ′

⃒⃒
⃒⃒d𝑁

′

d𝑉 ′

⃒⃒
⃒⃒ 𝑝new

(︀
𝑉 ′)︀ .

(3.38)

Assuming 𝑉 (𝑁) = 𝑐1𝑁
𝜆 the Jacobian in Eq. (3.38) gives

d𝑁

d𝑉
=

1

𝜆𝑐1

(︂
𝑉

𝑐1

)︂ 1
𝜆
−1

. (3.39)

Noting that 𝑉 (0) = 0, and using 𝑝new ∼ 𝑉 −𝛼 from above this gives for Eq. (3.38):

𝑉 (𝑁) =

∫︁ 𝑉 (𝑁)

0
d𝑉 ′ 1

𝜆
𝑐2𝑐

− 1
𝜆

1 𝑉 ′ 1
𝜆
−𝛼−1

=
1

𝜆
𝑐2𝑐

− 1
𝜆

1

1
1
𝜆 − 𝛼

𝑉 (𝑁)
1
𝜆
−𝛼.

(3.40)

We, therefore, find that using 𝑝new ∼ 𝑉 −𝛼, Eq. (3.38) holds (self-consistently) by assuming a sub-linear

growth for the vocabulary 𝑉 ∼ 𝑁𝜆, where the relation 𝜆 = (1 + 𝛼)−1 is established.

In accordance with Eq. (3.32), we identify the following relation between the parameters: 𝑉 max
𝑐 = 𝑏

and 𝛼 = 𝛾 − 1. The fitting parameters of Eq. (3.16) can thus be interpreted as: 𝑏 is the size of the

core vocabulary and 𝛾 controls the sensitivity of the probability of using a new word to the number

of already used words in Eq. (3.37).

Since the probability of usage for already used word-types is assumed to be proportional to the

number of times it occurred before, we guarantee that Eq. (3.32) implies (3.16) [ZM05], meaning that

the double scaling in the Zipf plot is also recovered from our generative model.

Finally, we take profit of our previous calculations and provide an a posteriori justification of the

key assumption of our model, Eq. (3.36). Our starting point is the observation – see Fig. 3.4(d) –

that vocabulary is for all practical purposes infinite. We therefore postulate that

𝑉 (𝑁)
𝑁→∞−→ ∞, (3.41)

and by following (in reverse order) the previous calculations we naturally arrive at Eq. (3.36). From

the first line of Eq. (3.38) we see that in order to fulfill our postulate (3.41), 𝑝new has to decay at

least as slow as 𝑝new (𝑁) ∼ 𝑁−𝛿 with 𝛿 ≤ 1 for 𝑁 → ∞. In a minimal model it is reasonable to

assume such a power law decay, in which case the first line of Eq. (3.38) implies that 𝑉 (𝑁) ∼ 𝑁𝜆

with 𝜆 = 1− 𝛿. Making a transformation of variables from 𝑁 to 𝑉 we obtain

𝑝new (𝑉 ) = 𝑝new (𝑁(𝑉 )) ∼ 𝑉 −1+ 1
𝜆 = 𝑉 −𝛼. (3.42)

In turn this is equivalent to Eq. (3.37), from which we recover Eq. (3.36) as a discretized version.
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Thus we see that Eq. (3.36) is a minimal assumption for an unbounded vocabulary.

Numerical simulation

In Fig. 3.6 we show direct simulations of the model in Fig. 3.5 with the traditional parameters

𝑏 = 𝑏* = 7873 and 𝛾 = 𝛾* = 1.77. We can clearly see that the two scaling regimes in Zipf’s and

Heaps’ law, Eqs. (3.16, 3.32) are recovered from our model. Deviations from the data are within 50%

over as much as 7 orders of magnitude. The poorer agreement for large 𝑟 and 𝑁 ′ can be attributed

to a slight overestimation of the point of transition, 𝑏*, between the two scaling regimes.

While the previous analytical arguments show that the correct scalings are obtained by our model,

in order to obtain an agreement with the data it is essential to: (i) use the normalization constant

𝐶 in order to determine the initial probability of finding a new word in Eq. (3.36); (ii) re-scale the

distribution using the threshold 𝑠 = 41 as 𝑁 ′ = 𝑁/𝑠; and (iii) account for the disproportionally large

weight of the first word-types (in the Zipf plot), see Fig. 3.7.

In order to simulate the model, apart from fixing a number of parameters (𝑉 max
𝑐 , 𝛼, 𝑝0𝑐), we need to

prescribe how the model is initialized, e.g., what is the initial probability of using a new word 𝑝0new

and how many word-types exist at the first iteration of the model. Concerning the parameters, the

initial probability of choosing a core word is set to 𝑝0𝑐 = 0.99, such that 1 − 𝑝0𝑐 ≪ 1 (see above) and

the two other parameters are fixed by the fitting parameters (𝑉 max
𝑐 = 𝑏*, 𝛼 = 𝛾* − 1). Concerning

the initialization of the model, an important point that needs to be taken into account is that we are
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Figure 3.6.: Zipf’s and Heaps’ plot from the numerical simulation of our stochastic model in
Fig. 3.5. (a) Rank-frequency distribution, 𝑓(𝑟), for the English database 𝑌 (2000) (solid) and the
expectation from our stochastic model (dashed). (b) Number of word-types as a function of word-
tokens of the English database for yearly (x-symbols) database, cumulative (solid) database, and
the expectation from our stochastic model (dashed). Single realizations of the stochastic process are
shown in thin/gray (solid). Each realization is calculated for an imaginary text of 𝑁 ′ = 109 tokens.
Note that we exclude the word-type with rank 𝑟 = 1 and re-normalize the remaining distribution
due to the disproportional weight given to the word-types that appear first in Yule-type processes,
see Fig. 3.7
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Figure 3.7.: Influence of the first word types on the rank-frequency distribution of our model.
Rank-frequency distribution 𝑓(𝑟) from our numerical simulation with different values for 𝑝0new ∈
{0.1, 0.01, 0.001, 0.0001} after filtering the 𝑘 most frequent types, where a) 𝑘 = 0, b) 𝑘 = 1, c) 𝑘 = 3,
and d) 𝑘 = 10. In this context, filtering means, that i) we neglect all tokens associated with ranks
𝑟 = 1...𝑘; ii) the rank of all remaining types is lowered by 𝑘, e.g., the rank of the 𝑘 + 1-th most

frequent type becomes 𝑟 = 1; and iii) the distribution is renormalized such that
∑︀𝑉−𝑘

𝑟=1 𝑓(𝑟) = 1,
where 𝑉 is the number of types before the filtering.
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interested in retrieving the Heaps’ plot obtained after re-scaling the number of word-tokens 𝑁 by the

the threshold 𝑠 as 𝑁 ′ = 𝑁/𝑠 (for simplicity and computational efficiency in our simulations we choose

𝑛 = 1). This implies that the first word-type of our model should on average appear not at the first

word-token but instead approximately at 𝑁 ′ ≈ 1/𝑓(𝑟 = 1) (where 𝑓(𝑟 = 1) is the frequency of the

most frequent word). In view of this requirement, we set 𝑝0new = 𝐶 = 𝑓𝑑𝑝(𝑟 = 1) (see Tab. 3.1) and

we start with an empty list of word types (the tokens used before the appearance of the first word

type are counted but not attributed to any word type). The simulations were done with a maximum

number of 𝑁 = 109 steps in units of word-tokens, a restriction imposed by the computational effort

required. The reported results were obtained as the average of 100 realizations of the model.

Comparison to PNM

It is worth comparing the generative model with the model of random usage of words with fixed

frequency, the PNM model discussed in the previous section, see Sec. 3.2.1. While the PNM allowed

us to obtain Heaps’ curves from Zipf’s distributions (and vice-versa), in the generative model we

simultaneously obtain the double scaling regime in both cases. It is important to stress that indi-

vidual texts or single databases should not be considered as the output of single realizations of our

generative model. Instead, we consider that not only texts but also all databases have a negligible size

when compared to the language as a whole and therefore should be thought of as a small subsample

(𝑁database ≪ 𝑁) of the output of our generative model, retrieved after it achieved its stationary state

(𝑁 → ∞). In this case, changes in word frequencies become negligible (in the scale of 𝑁) during the

creation of the database (in the sale of 𝑁database). Therefore, the vocabulary growth of the created

database is well approximated by the PNM with 𝑓dp(𝑟).



4. Variability in word-frequency distributions

In the previous chapter we employed simple stochastic processes in order to understand the appearance

of scaling laws in the statistics of word frequencies. However, the underlying assumption – that the

usage of each word is governed by a Poisson process with fixed global frequency – ignores many

important features of real texts and, thus, imposes severe limitations on the scope of this approach. For

example, the distribution of recurrence times of individual words is characterized by non-Poissonian

statistics [APM09].

In this chapter we explore this heterogeneity in the usage of words, in which we subsume any

deviation from Poissonian behaviour as topicality. In this very general formulation, topical aspects

in a corpus can stem from the fact that the texts were written i) by different authors; ii) in different

periods in time; or iii) revolve around different topics, e.g. “sports” and “politics”. The main idea

in our analysis is to subdivide the corpus into smaller parts, e.g. individual chapters, individual

documents, or groups of documents, and assume the validity of the Poisson assumption for each part

separately. This implies that the frequency 𝑓𝑤 of a word can not be considered as globally fixed. As a

result we can study the problem of topicality by looking at the variability of word frequencies across

the subdivided parts.

In Sec. 4.1 we a give brief overview on different measures that try to quantify topical variations

on the level of individual words. In Sec. 4.2 we investigate the fluctuations around the expected

vocabulary growth, finding a non-trivial scaling between the variance and the average, also known as

Taylor’s law. By modeling the usage of words by a simple stochastic process we show that we can

account for this observation only if topical variations across different texts are considered [GA14]. In

Sec. 4.3 we show how to quantify the distance between two observed texts based on the variability in

the word frequencies using tools from information theory [GFCA15].

4.1. Quantifying topicality of individual words

The frequency of an individual word varies significantly across different texts meaning that its usage

cannot be described alone by a single global frequency [CG95, MZ10, APM11]. For example, consider

the usage of the (topical) word “network” in all articles published in the journal PlosOne. It has an

overall rank 𝑟* = 428 and a global frequency, 𝑓(𝑟* = 428) ≈ 2.9 × 10−4, see Fig. 4.1(a). The local

frequency obtained from each article separately varies over more than one decade, see Fig. 4.1(b).

Note that, although in this case the local rank-ordering differs from document to document, the index

𝑟 still refers to the globally determined rank and is used as a unique label for each word.
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Figure 4.1.: Variation of word frequencies in the PlosOne database. (a) Rank-frequency distribution
considering the complete database. The word 𝑤* = “network” (dotted line) has 𝑓(𝑤*) = 𝑓(𝑟* =
428) ≈ 2.9× 10−4. (b) Distribution 𝑃 (𝑓doc(𝑤

*)) of the local frequency 𝑓doc(𝑤
*) obtained from each

article separately for the word “network" with the global frequency from (a) (dotted). (c) Topic-
dependent frequencies 𝑓(𝑤* | topic) inferred from LDA with 𝑇 = 20 topics for the word “network"
with global frequency from (a) as comparison (dotted). (d) One realization for the topic composition
of a single document, 𝑃doc(topics), drawn from a Dirichlet distribution. For this realization, the

effective frequency is 𝑓doc(𝑤) =
∑︀𝑇

𝑡=1 𝑃doc(𝑡)𝑓(𝑤 | 𝑡) ≈ 2.0× 10−4 and is shown in (b) (solid).

Since the frequency of a word, 𝑓𝑤, only specifies how often a word will appear on average, the aim

is to define a quantity that captures how unevenly a word is distributed among, e.g. a collection of

documents. This can, for example, be applied in the automatic identification of keywords, i.e. words

that carry a high informational content characterized not only by a large frequency, but also by a

very uneven distribution of their occurrences.

The simplest measure is the inverse document frequency (𝐼𝐷𝐹 ) [MS99]

𝐼𝐷𝐹𝑤 ≡ − log
𝐷𝑤

𝐷
(4.1)

which counts the number of documents 𝐷𝑤 (out of 𝐷 documents in total) where word 𝑤 appears

at least once. Since 𝐼𝐷𝐹𝑤 is highly correlated to the frequency 𝑓𝑤, one can calculate the expected

𝐼𝐷𝐹
(0)
𝑤 from a Poisson null model in which one assumes that i) the word is used with 𝑓𝑤 in each

document; and ii) each document is of the same length 𝑛 = 1
𝐷

∑︀
𝑑 𝑛𝑑 (where 𝑛𝑑 is the number of

word-tokens of document 𝑑) giving

𝐼𝐷𝐹 (0)
𝑤 = − log

𝐷(1− 𝑒−𝑓𝑤𝑛)

𝐷
= − log(1− 𝑒−𝑓𝑤𝑛) (4.2)

From this one defines the residual inverse document frequency (𝑟𝐼𝐷𝐹 ) [CG95] as the difference be-

tween the measured and the expected 𝐼𝐷𝐹 as

𝑟𝐼𝐷𝐹𝑤 ≡ 𝐼𝐷𝐹𝑤 − 𝐼𝐷𝐹 (0)
𝑤 = − log

𝐷𝑤

𝐷(1− 𝑒−𝑓𝑤𝑛)
. (4.3)
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Accounting for the unequal length of documents in Eq. (4.2), Ref. [APM11] introduced a generalization

of 𝑟𝐼𝐷𝐹 called dissemination, 𝑈 , defined as

𝑈𝑤 ≡ 𝐷𝑤∑︀𝐷
𝑑=1(1− 𝑒−𝑓𝑤𝑛𝑑)

. (4.4)

We can immediately see that for the case of equal document lengths, i.e. 𝑛𝑑 = 𝑛, we get that

𝑟𝐼𝐷𝐹𝑤 = − log𝑈𝑤.

A different and even more general approach in the framework of information theory was proposed

in Ref. [MZ10], where the authors calculate the information content ℎ𝑤 of a single word 𝑤. The

starting point is the conditional probability 𝑝(𝑑 | 𝑤), i.e. the probability that a word-token belongs

to document 𝑑 given that we know that its associated word-type is 𝑤,

𝑝(𝑑 | 𝑤) = 𝑝(𝑤 | 𝑑) 𝑝(𝑑)
𝑝(𝑤)

= 𝑛𝑤,𝑑/𝑛𝑑
𝑛𝑑/𝑁

𝑛𝑤/𝑁
=

𝑛𝑤,𝑑

𝑛𝑤
, (4.5)

where 𝑛𝑤,𝑑 is the number of times word 𝑤 appears in document 𝑑 and 𝑛𝑤 =
∑︀

𝑑 𝑛𝑤,𝑑 is the total

number of occurrences of word 𝑤. Noting that 𝑝(𝑑 | 𝑤) is normalized, i.e.
∑︀

𝑑 𝑝(𝑑 | 𝑤) = 1, one can

calculate an entropy-like quantity

𝐻({𝑑} | 𝑤) ≡ −
𝐷∑︁

𝑑=1

𝑝(𝑑 | 𝑤) log 𝑝(𝑑 | 𝑤). (4.6)

The information content ℎ𝑤 is then defined as the difference between the measured 𝐻({𝑑} | 𝑤) and
𝐻(0)({𝑑} | 𝑤), where all word-tokens are shuffled across all different texts as

ℎ𝑤 ≡ 𝐻(0)({𝑑} | 𝑤)−𝐻({𝑑} | 𝑤). (4.7)

Here, we show how this measure can be related to the 𝐼𝐷𝐹 , Eq. (4.1), by assuming that for a

word 𝑤, we only know 𝐷𝑤 (the number of documents it appears at least once), such that we can

approximate 𝑝(𝑑 | 𝑤) in 𝐻({𝑑} | 𝑤) as

𝑝(𝑑 | 𝑤) ≈

⎧
⎨
⎩
1/𝐷𝑤, 𝑑 = 1, . . . , 𝐷𝑤

0, 𝑑 = 𝐷𝑤 + 1, . . . , 𝐷
(4.8)

which gives 𝐻({𝑑} | 𝑤) ≈ log𝐷𝑤. Likewise, for the shuffled version of 𝐻(0)({𝑑} | 𝑤) we approximate

𝑝(𝑑 | 𝑤) ≈ 1/𝐷 for 𝑑 = 1, . . . , 𝐷 such that we get 𝐻(0)({𝑑} | 𝑤) = log𝐷 which yields

ℎ𝑤 ≈ − log
𝐷𝑤

𝐷
= 𝐼𝐷𝐹𝑤. (4.9)

This demonstrates that the previously (ad-hoc) defined measures in Eqs. (4.1), (4.3), and (4.4) can be

retrieved as special cases of a more general formulation, Eq. (4.7), offering an information-theoretic

interpretation of the respective quantities.
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Note that the authors in Ref. [MZ10] also consider the integrated (over all words 𝑤) quantity

𝑀𝐼({𝑑}; {𝑤}) ≡
∑︁

𝑤

𝑓𝑤ℎ𝑤 (4.10)

which they identify as the mutual information between the distribution of words 𝑤 and the partitioning

into documents 𝑑 [Zan14], i.e. it quantifies the average amount of information one obtains from a

randomly sampled word-token about which of the documents it belongs to. In Ref. [GBGC+02] it

was shown that this measure corresponds to the Jensen-Shannon divergence, which will be treated in

detail in Sec. 4.3.

Another popular approach to account for the heterogeneity in the usage of single words are topic

models [Ble12]. The basic idea is that the variability across different documents can be explained by

the existence of (a smaller number of) topics. In the framework of a generative model it assumes i)

that individual documents are composed of a mixture of topics (indexed by 𝑡 = 1, .., 𝑇 ), with each

topic represented in an individual document by the probabilities 𝑃doc(topic = 𝑡); and ii) that the

frequency of each word is topic-dependent, i.e. 𝑓(𝑟 | topic = 𝑡), which leads to a different effective

frequency in each document, 𝑓doc(𝑟) =
∑︀𝑇

𝑡=1 𝑃doc(𝑡)𝑓(𝑟 | 𝑡). One particularly popular variant of topic
models is Latent Dirichlet Allocation (LDA) [BNJ03], which assumes that the topic composition

𝑃doc(topic) of each document is drawn from a Dirichlet distribution, 𝑃Dir, such that only few topics

contribute substantially to each document. Given a database of documents, LDA infers the topic-

dependent frequencies, 𝑓(𝑟 | topic), from numerical maximization of the posterior likelihood of the

generative model [ŘS10]. As an illustration, in Fig. 4.1(c) we show 𝑓(𝑟* | topic) obtained using

LDA for the word “network" in the PlosOne database. As expected from a meaningful topic model,

we see that the conditional frequencies vary over many orders of magnitude, and that the global

frequency 𝑓(𝑟*) is governed by few topics. The advantage of LDA is that, instead of measuring the

distribution of frequencies of each individual word (or 2-point distributions for assessing correlations)

over different documents, it estimates the frequency of individual words for a finite (and small) number

of topics. In combination with the generative model (e.g., drawing 𝑃doc(topic) from a Dirichlet

distribution), this not only yields a more compact description of topicality by dramatically reducing

the number of parameters, but also allows for an easy extrapolation to unseen texts from a small

training sample [BNJ03]. Note that, here, we simply wish to illustrate the concept of topicality by

means of non-global word frequencies, in which topic models are one useful approach. The idea of

topic models will be discussed in detail in Ch. 5.

4.2. Fluctuations in the vocabulary growth: Taylor’s law

In this section, we consider the problem of the vocabulary growth for an ensemble of texts investigating

the fluctuations around the Heaps’ law. We study the scaling of fluctuations by looking at the relation

between the standard deviation, 𝜎(𝑁) =
√︀
V [𝑉 (𝑁)], and the mean value, 𝜇(𝑁) = E [𝑉 (𝑁)], com-

puted over the ensemble of texts with the same text length 𝑁 . In other systems, Taylor’s law [Tay61]
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𝜎(𝑁) ∝ 𝜇(𝑁)𝛽 for 𝜇(𝑁) ≫ 1 (4.11)

with 1/2 ≤ 𝛽 ≤ 1 is typically observed [EBK08].

Looking at the expected fluctuations (e.g., for Heaps’ law) quantitatively is important, e.g., when

one wants to test the validity of the law for actual observed data as argued in Sec. 3.1. The scaling

behaviour, Eq. (4.11), in the form of the exponent 𝛽 describes the self-averaging property of the

analyzed variable (here: the vocabulary growth) in the form of the normalized variance 𝜎̃(𝑁) =

𝜎(𝑁)/𝜇(𝑁) = 𝜇(𝑁)𝛽−1 [Sor06]. If 𝜎̃(𝑁) → 0 in the limit 𝑁 → ∞, the vocabulary growth is

self-averaging. This implies that the parameter 𝛽 determines what can be considered a sufficiently

large sample size 𝑁 such that a single realization is representative of the whole ensemble. While for

uncorrelated samples the convergence due to the central limit theorem leads to 𝛽 = 1/2 [EBK08],

Taylor’s law with 1/2 < 𝛽 < 1 found in many social systems implies a much slower convergence of

the relative fluctuations with sample size. For exponents 𝛽 ≥ 1, even in the limit 𝑁 → ∞ the relative

fluctuations are still finite, i.e. lim
𝑁→∞

𝜎̃(𝑁) → 𝑐 > 0; in this case the variable is called nonself-averaging.

In Sec. 4.2.1 we present empirical evidence for Taylor’s law with 𝛽 = 1 in the vocabulary growth in

written text with focus on the deviations from the Poisson null model from Sec. 3.2.1. In Sec. 4.2.2 we

show how these deviations can be explained by accounting for topical aspects of written text. In an

extension of the Poisson null model, this aspect plays the role of a quenched disorder and leads to a

nonself-averaging process. The consequences of our findings to applications, e.g. vocabulary richness,

are discussed in Sec. 4.2.3.

4.2.1. Empirical evidence

In Fig. 4.2 we show empirical data of real texts from three databases (Wikipedia, PlosOne, and Google-

ngram, see Appendix A.1-A.3 for details on the data) for the scaling relations of Zipf’s, Heaps’, and

Taylor’s law, Eqs. (3.16,3.32,4.11), and compare them with predictions from the Poisson null model

in Eqs. (3.19,3.20). The Poisson null model correctly elucidates the connection between the scaling

exponents in Zipf’s and Heaps’ law as argued in Sec. 3.2.1, but it suffers from two severe drawbacks.

First, it is of limited use for a quantitative prediction of the vocabulary size for individual articles as it

systematically overestimates its magnitude, see Fig. 4.2(b,e,h). Second, it dramatically underestimates

the expected fluctuations of the vocabulary size yielding a qualitatively different behavior in the

fluctuation scaling: whereas the Poisson null model yields an exponent 𝛽 ≈ 1/2 expected from

central-limit-theorem-like convergence [EBK08], the three empirical data [Fig. 4.2(c,f,i)] exhibit a

scaling with 𝛽 ≈ 1. This implies that relative fluctuations of 𝑉 around its mean value 𝜇 for fixed 𝑁

do not decrease with larger text size (the vocabulary growth, 𝑉 (𝑁), is a nonself-averaging quantity)

and remain of the order of the expected value. Indeed, we find that in all three databases

𝜎(𝑁) ≈ 0.1𝜇(𝑁). (4.12)
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Instead of looking at a single value (𝑉,𝑁) for each document, as described above, an alternative

approach is to count the number of different words, 𝑉 , in the first𝑁 words of the document. This leads

to a curve 𝑉 (𝑁) for 𝑁 = 1, 2, . . . , 𝑁max, where 𝑁max is the length of the document. This alternative

approach was employed in Fig. 4.2(e,f) and leads to results equivalent to the ones obtained using

single values (𝑉,𝑁), i.e. the 𝜇(𝑁) and 𝜎(𝑁) obtained over different texts lead to identical Heaps’ and

Taylor’s laws. In Fig. 4.2(f) we show that anomalous fluctuation scaling in the vocabulary growth

is preserved if shuffling the word order of individual texts. This illustrates that in contrast to usual

explanations of fluctuation scaling in terms of long-range correlations in time series [EBK08], here,

the observed deviations from the Poisson null model are mainly due to fluctuations across different

texts.

In the following, we argue that these observations can be accounted for by considering topical

aspects of written language, i.e. instead of treating word frequencies as fixed, we will consider them

to be topic-dependent (𝑓(𝑟) ↦→ 𝑓(𝑟 | topic)).

4.2.2. Vocabulary growth with variable word frequencies

Extended Poisson null model

In this section we show how topicality can be included in the analysis of the vocabulary growth. The

simplest approach is to consider again that the usage of each word is governed by Poisson processes,

but this time to consider that frequencies are not fixed but are themselves random variables that vary

across texts.

In this setting, the random variable representing the vocabulary size, 𝑉 , for a text of length 𝑁 can

be written as

𝑉 (𝑁)(𝑖,𝑗) =
∑︁

𝑟

𝐼
[︁
𝑛(𝑖)
𝑟 (𝑁, 𝑓 (𝑗)(𝑟))

]︁
, (4.13)

in which 𝑛𝑟 is the integer number of times the word 𝑟 occurs in a Poisson process of length 𝑁

with frequency 𝑓(𝑟) and 𝐼[𝑥] is an indicator-type function, i.e. 𝐼[𝑥 = 0] = 0 and 𝐼[𝑥 ≥ 1] = 1 .

Here, we introduced two additional indices: i) the index 𝑖 characterizes a realization of the Poisson

processes 𝑛
(𝑖)
𝑟 (𝑁, 𝑓 (𝑗)(𝑟)) for a given realization 𝑗 of the set of frequencies 𝑓 (𝑗)(𝑟); and ii) the index

𝑗 characterizes a realization of the set of frequencies 𝑓 (𝑗)(𝑟) (which vary due to topicality). The

corresponding averages, therefore, not only consist of averaging over the realizations of the Poisson

process (indexed by 𝑖) as presented in Sec. 3.2.1, but additionally require the averaging over all possible

realizations of the sets of frequencies (indexed by 𝑗). In this framework expectation values correspond

to quenched averages which we will denote by subscript 𝑞, i.e. E𝑞[𝑋] =
⟨︀
𝑋(𝑖,𝑗)

⟩︀
𝑖,𝑗
. In the following

we are interested in E𝑞 [𝑉 (𝑁)] and E𝑞

[︀
𝑉 (𝑁)2

]︀
in order to obtain results of the average and variance

in analogy to Eqs. (3.19, 3.20).
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Figure 4.2.: Scaling of Zipf’s law (3.2), Heaps’ law (3.18), and Taylor’s law (4.11). Each row
corresponds to one of the three databases used in this analysis. (a,d,g) Zipf’s law: Rank-frequency
distribution 𝑓(𝑟) considering the full database. (b,e,h) Heaps’ law: the number of different words,
𝑉 , as a function of textlength, 𝑁 , for each individual article in the corresponding database (black
dots). (c,f,i) Taylor’s law: standard deviation, 𝜎(𝑁), as a function of the mean, 𝜇(𝑁), for the
vocabulary 𝑉 (𝑁) conditioned on the textlength 𝑁 . Poisson (blue-solid) shows the expectation from
the Poisson null model, Eqs. (3.19,3.20), assuming the empirical rank-frequency distribution from
(a,d,g), respectively. (Data: 𝜇, 𝜎) (yellow-solid) shows the mean, 𝜇(𝑁), and standard deviation,
𝜎(𝑁), of the data 𝑉 (𝑁) within a running window in 𝑁 . Additionally, (e,f) show the results (Data:
𝜇, 𝜎) obtained shuffling the word order for each individual article (thin green-solid). The fact that
this curve is indistinguishable from the original curve shows that the results are not due to temporal
correlations within the text. For comparison, we show in (c,f,i) the scalings 𝜎(𝑁) ∝ 𝜇(𝑁)1/2 and
𝜎(𝑁) ∝ 𝜇(𝑁) (dashed).
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We start by noting that for a fixed realization 𝑗 our model is equivalent to the PNM, Sec. 3.2.1

⟨
𝐼
[︁
𝑛(𝑖)
𝑟 (𝑁, 𝑓 (𝑗)(𝑟))

]︁⟩
𝑗
= 1− 𝑃 (𝑛𝑟 = 0;𝑁, 𝑓 (𝑗)(𝑟)) = 1− 𝑒−𝑁𝑓 (𝑗)(𝑟). (4.14)

which corresponds to the probability of word 𝑟 not occurring for a Poisson process of duration 𝑁 with

frequency 𝑓 (𝑗)(𝑟). Therefore, we get for E𝑞 [𝑉 (𝑁)]:

E𝑞 [𝑉 (𝑁)] =
⟨
𝑉 (𝑁)(𝑖,𝑗)

⟩
𝑖,𝑗

=
∑︁

𝑟

⟨
𝐼
[︁
𝑛(𝑖)
𝑟 (𝑁, 𝑓 (𝑗)(𝑟))

]︁⟩
𝑖,𝑗

=
∑︁

𝑟

1− ⟨𝑒−𝑁𝑓 (𝑗)(𝑟)⟩𝑗 , (4.15)

Using that 𝐼[𝑥]2 = 𝐼[𝑥], and that two Poisson processes of different words (𝑟 ̸= 𝑟′) with a given set of

frequencies 𝑓 (𝑗)(𝑟) are independent of each other, we obtain for E𝑞

[︀
𝑉 (𝑁)2

]︀

E𝑞

[︀
𝑉 (𝑁)2

]︀
=
⟨
𝑉 (𝑁)(𝑖,𝑗)𝑉 (𝑁)(𝑖,𝑗)

⟩
𝑖,𝑗

=

⟨∑︁

𝑟,𝑟′
𝐼[𝑛(𝑖)

𝑟 (𝑁, 𝑓 (𝑗)(𝑟))]𝐼[𝑛
(𝑖)
𝑟′ (𝑀,𝑓 (𝑗)(𝑟′))]

⟩

𝑖,𝑗

=
∑︁

𝑟

⟨
𝐼[𝑛(𝑖)

𝑟 (𝑁, 𝑓 (𝑗)(𝑟))]2
⟩
𝑖,𝑗

+

⟨∑︁

𝑟

∑︁

𝑟′ ̸=𝑟

𝐼[𝑛(𝑖)
𝑟 (𝑁, 𝑓 (𝑗)(𝑟))]𝐼[𝑛

(𝑖)
𝑟′ (𝑁, 𝑓 (𝑗)(𝑟′))]

⟩

𝑖,𝑗

=
∑︁

𝑟

⟨
𝐼[𝑛(𝑖)

𝑟 (𝑁, 𝑓 (𝑗)(𝑟))]
⟩
𝑖,𝑗

+
∑︁

𝑟

∑︁

𝑟′ ̸=𝑟

⟨
⟨𝐼[𝑛(𝑖)

𝑟 (𝑁, 𝑓 (𝑗)(𝑟))]⟩𝑖⟨𝐼[𝑛(𝑖)
𝑟′ (𝑀,𝑓 (𝑗)(𝑟′))]⟩𝑖

⟩
𝑗

=
∑︁

𝑟

1−
⟨
𝑒−𝑁𝑓(𝑟)

⟩
𝑗
+
∑︁

𝑟

∑︁

𝑟′ ̸=𝑟

⟨(︁
1− 𝑒−𝑁𝑓(𝑟)

)︁(︁
1− 𝑒−𝑁𝑓(𝑟′)

)︁⟩
𝑗

(4.16)

For simplicity, hereafter ⟨. . .⟩ ≡ ⟨. . .⟩𝑗 (the average over realizations of sets of frequencies 𝑓 (𝑗)(𝑟)).

Using the inequality between arithmetic and geometric mean

𝑒⟨ln𝑥⟩ = ⟨𝑥⟩geometric ≤ ⟨𝑥⟩arithmetic =
⟨
𝑒ln𝑥

⟩
, (4.17)

we obtain that

E𝑞 [𝑉 (𝑁)] =
∑︁

𝑟

1−
⟨
𝑒−𝑁𝑓(𝑟)

⟩
≤
∑︁

𝑟

1− 𝑒−𝑁⟨𝑓(𝑟)⟩ ≡ E𝑎 [𝑉 (𝑁)] . (4.18)

The right hand side corresponds to the result of the Poisson null model (with fixed 𝑓(𝑟) = ⟨𝑓(𝑟)⟩), see
Eq. (3.19), and can be interpreted as an annealed average (denoted by subscript 𝑎). This implies that

the heterogeneous dissemination of words across different texts leads to a reduction of the expected

size of the vocabulary, in agreement with the first deviation of the Poisson null model reported in

Fig. 4.2(b,e,h).
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For the quenched variance we obtain

V𝑞 [𝑉 (𝑁)] ≡E𝑞

[︀
𝑉 (𝑁)2

]︀
− E𝑞 [𝑉 (𝑁)]2

=
∑︁

𝑟

⟨
𝑒−𝑁𝑓(𝑟)

⟩
−
⟨
𝑒−𝑁𝑓(𝑟)

⟩2
+
∑︁

𝑟

∑︁

𝑟′ ̸=𝑟

Cov[𝑒−𝑁𝑓(𝑟), 𝑒−𝑁𝑓(𝑟′)]
(4.19)

where Cov[𝑒−𝑁𝑓(𝑟), 𝑒−𝑁𝑓(𝑟′)] ≡
⟨
𝑒−𝑁𝑓(𝑟)𝑒−𝑁𝑓(𝑟′)

⟩
−
⟨︀
𝑒−𝑁𝑓(𝑟)

⟩︀ ⟨
𝑒−𝑁𝑓(𝑟′)

⟩
. Comparing to the Poisson

case in Eq. (3.20), we see that the quenched average yields an additional term containing the corre-

lations of different words. In general, this term does not vanish due to the semantic relation between

words (i.e. some words are more likely to occur in the presence of other words, e.g. ”quantum“ and

”physics“) and is responsible for the anomalous fluctuation scaling with 𝛽 = 1 observed in real text,

explaining the second deviation from the Poisson null model reported in Fig. 4.2(c,f,i).

Specific ensembles

In this section we compute the general results from Eqs. (4.15,4.19) for particular ensembles of fre-

quencies 𝑓 (𝑗)(𝑟) and compare them to the empirical results. In the absence of a generally accepted

parametric formulation of such an ensemble, we propose two nonparametric approaches explained in

the following.

In the first approach we construct the ensemble 𝑓 (𝑗)(𝑟) directly from the collection of documents,

i.e. the frequency 𝑓 (𝑗)(𝑟) corresponds to the frequency of word 𝑟 in document 𝑗, such that

⟨
𝑒−𝑁𝑓(𝑟)

⟩
=

1

𝐷

𝐷∑︁

𝑗=1

𝑒−𝑁𝑓 (𝑗)(𝑟), (4.20)

where 𝐷 is the number of documents in the data, see Fig. 4.1(b).

In the second approach we construct the ensemble from the LDA topic model [BNJ03], in which

𝑓 (𝑗)(𝑟) = 𝑓(𝑟 | topic = 𝑗) corresponds to the frequency of word 𝑟 conditional on the topic 𝑗 = 1...𝑇 ,

see Fig. 4.1(c+d). In this particular formulation each document is assumed to consist of a composition

of topics, 𝑃doc(topic), which is drawn from a Dirichlet distribution, such that we get for the quenched

average

⟨
𝑒−𝑁𝑓(𝑟)

⟩
=

∫︁
d𝜃𝑃Dir(𝜃|𝛼)𝑒−𝑁𝑓(𝑟;𝜃), (4.21)

in which 𝜃 = (𝜃1, ..., 𝜃𝑇 ) are the probabilities of each topic, 𝑓(𝑟; 𝜃) =
∑︀𝑇

𝑗=1 𝜃𝑗𝑓(𝑟 | topic = 𝑗), and

the integral is over a 𝑇 -dimensional Dirichlet distribution 𝑃Dir(𝜃|𝛼) with concentration parameter

𝛼 = 1.0. We infer the 𝑓(𝑟 | topic) using Gensim [ŘS10] for LDA with 𝑇 = 100 topics.

The results from both approaches are compared to the PlosOne database in Fig. 4.3. Fig. 4.3(a)

shows that both methods lead to a reduction in the mean number of different words. Whereas

the direct ensemble, Eq. (4.20), almost perfectly matches the curve of the data, the LDA-ensemble,

Eq. (4.21), still overestimates the mean number of different words in the data. This is not surprising
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since due to the fewer number of topics (when compared to the number of documents) it constitutes

a much more coarse-grained description than the direct ensemble. Additionally, the LDA-ensemble

relies on a number of ad-hoc assumptions, e.g. the Dirichlet distribution in Eq. (4.21) or the particular

choice of parameters in the inference algorithm which were not optimized here. More importantly,

both methods correctly account for the anomalous fluctuation scaling with 𝛽 = 1 observed in the

real data, see Fig. 4.3(b) and even yield a similar proportionality factor in the quantitative agreement

with the data. The comparison of the individual contributions to the fluctuations, Eq. (4.19), shown

in the inset of Fig. 4.3(b) shows that the anomalous fluctuation scaling is due to correlations in the

co-occurrence of different words (contained in the term Cov[𝑒−𝑁𝑓(𝑟), 𝑒−𝑁𝑓(𝑟′)]).

Example: Vocabulary growth for Gamma-distributed frequency and a double power law

In this section, we provide a simple example in which we can obtain a closed-form expression for the

quenched average of the vocabulary growth, Eq. (4.15), which we will use in Sec. 4.2.3.

For this, we i) assume that the average rank-frequency distribution, ⟨𝑓(𝑟)⟩ is given by the double

power law we found in Sec. 3.1, Eq. (3.16); and ii) follow the suggestion by [CG95] that the distri-

bution of the frequency of single words across different texts can be roughly described by a Gamma
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Figure 4.3.: Vocabulary growth for specific topic models. (a) Average vocabulary growth and (b)
fluctuation scaling in the PlosOne database (Data) and in the calculations from Eqs. (4.15,4.19) for
the two topic models based on the measured frequencies in individual articles (Real Freq) and on
LDA (LDA Freq), compare Eqs. (4.20,4.21). For comparison we show the results from the Poisson
null model (Poisson), Eqs. (3.19,3.20), which do not take into account topicality. The inset in (b)
(same scale as main figure) shows the individual contributions to the fluctuations in Eq. (4.19):∑︀

𝑟

⟨︀
𝑒−𝑁𝑓(𝑟)

⟩︀
−
⟨︀
𝑒−2𝑁𝑓(𝑟)

⟩︀
(dotted) and

∑︀
𝑟

∑︀
𝑟′ ̸=𝑟 Cov[𝑒

−𝑁𝑓(𝑟), 𝑒−𝑁𝑓(𝑟′)] (solid), illustrating that
correlations between different words lead to anomalous fluctuation scaling. The solid lines for LDA-
Freq and Real Freq in (b) show the calculations of the corresponding topic models replacing the
Poisson by multinomial usage in the derivation of Eqs. (4.15,4.19) in order to avoid finite-size effects
for 𝜇(𝑁) < 100.
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distribution:

𝑃Γ(𝑓(𝑟) = 𝑥; 𝑎, 𝜂) =
1

Γ(𝑎)
𝜂−𝑎𝑥𝑎−1𝑒−𝑥/𝜂 (4.22)

such that we can calculate the quenched average

⟨
𝑒−𝑁𝑓(𝑟)

⟩
=

∫︁
d𝑥𝑃Γ(𝑓(𝑟) = 𝑥; 𝑎, 𝜂)𝑒−𝑁𝑥 = (1 + 𝜂𝑁)−𝑎. (4.23)

If we assume that the distribution of frequencies for all words is given by the same shape-parameter

𝑎 (e.g. 𝑎 = 1 corresponds to an exponential distribution) and fix the mean of the distribution, given

by ⟨𝑓(𝑟)⟩ = 𝑎𝜂 we get
⟨︀
𝑒−𝑁𝑓(𝑟)

⟩︀
= (1 +𝑁 ⟨𝑓(𝑟)⟩ /𝑎)−𝑎.

From the assumption of a double power law, Eq. (3.16), for ⟨𝑓(𝑟)⟩ = 𝑓dp(𝑟; 𝛾, 𝑏) we can calcu-

late the vocabulary growth according to Eq. (3.19) analytically in the continuum approximation by

substituting 𝑥 ≡ ⟨𝑓(𝑟)⟩:

E𝑞 [𝑉 (𝑁)] =
∑︁

𝑟

1− (1 +𝑁 ⟨𝑓(𝑟)⟩ /𝑎)−𝑎 (4.24)

= −
∫︁ 1

0
d𝑥

d𝑟

d𝑥

[︀
1− (1 +𝑁𝑥/𝑎)−𝑎

]︀
(4.25)

which can be expressed in terms of the ordinary hypergeometric function 𝐻 ≡ 2𝐹1 [AS72] yielding

E𝑞 [𝑉 (𝑁)] = 𝑏− 𝐶 + 𝑏

[︂
𝐻(𝑎,−1

𝛾
, 1− 1

𝛾
,−𝐶𝑁

𝑎𝑏
)− 1

]︂

− 𝐶

(︂
1 +

𝑁

𝑎

)︂−𝑎 [︂
𝑎
Γ(1 + 𝑎)

Γ(2 + 𝑎)
𝐻(1, 1, 2 + 𝑎,− 𝑎

𝑁
)− 1

]︂
(4.26)

+ 𝑏

(︂
1 +

𝐶𝑁

𝑎𝑏

)︂−𝑎 [︂
𝑎
Γ(1 + 𝑎)

Γ(2 + 𝑎)
𝐻(1, 1, 2 + 𝑎,− 𝑎𝑏

𝐶𝑁
)− 1

]︂
,

where the vocabulary growth E𝑞 [𝑉 (𝑁)] is parametrized by 𝛾, 𝑏, and 𝑎 (note that the parameter

𝐶 = 𝐶(𝛾, 𝑏) is the normalization constant in 𝑓dp(𝑟; 𝛾, 𝑏), see Tab. 3.1).

In the limit 𝑎 → ∞ the Gamma distribution 𝑃Γ(𝑓(𝑟) = 𝑥; 𝑎, 𝜂) with given mean ⟨𝑓(𝑟)⟩ = 𝑎𝜂 =

const. converges to a Gaussian with 𝜎2 = ⟨𝑓(𝑟)⟩2 /𝑎. For 𝑎 → ∞, 𝜎2 → 0 and we recover the Poisson

null model, Eqs. (3.19,3.20), in which the individual frequencies 𝑓(𝑟) are fixed (annealed average).

4.2.3. Application: Measuring vocabulary richness

When measuring vocabulary richness we want a measure which is robust to different text sizes. The

traditional approach is to use Herdan’s C, i.e. 𝐶𝐻 = log 𝑉/ log𝑁 [WA99, Baa01, YKK12]. While

quite effective for rough estimations, this approach has several problems. One obvious one is that it

does not incorporate any deviations from the original Heaps’ law (e.g., the double scaling regime in

Sec. 3.1). More seriously, it does not provide any estimation of the statistical significance or expected

fluctuations of the measure. For instance, if two values are measured for different texts one can not
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determine whether one is significantly larger than the other. Our approach is to compare observations

with the fluctuations expected from models in the spirit of the extended PNM, Eqs. (4.15,4.19).

The computation of statistical significance requires an estimation of the probability of finding 𝑉

different words in a text of length 𝑁 , 𝑃 (𝑉 |𝑁), which can be obtained from a given generative model,

e.g. Eqs. (4.15,4.19). For a text with (𝑉 *, 𝑁*) we compute the percentile 𝑃 (𝑉 > 𝑉 *|𝑁*), which

allows for a ranking of texts with different sizes such that the smaller the percentile, the richer the

vocabulary. An estimation of the significance of the difference in the vocabulary can then be obtained

by comparison of the different percentile.

For the sake of simplicity, we illustrate this general approach by approximating 𝑃 (𝑉 |𝑁) by a

Gaussian distribution. In this case, the percentile are determined by the mean, 𝜇(𝑁) = E[𝑉 (𝑁)], and

the variance, 𝜎(𝑁) =
√︀
V[𝑉 (𝑁)], in terms of the z-score

𝑧(𝑉,𝑁) =
𝑉 − 𝜇(𝑁)

𝜎(𝑁)
, (4.27)

which shows how much the measured value (𝑉,𝑁) deviates from the expected value 𝜇(𝑁) in units

of standard deviations (𝑧(𝑉,𝑁) follows a standard normal distribution: 𝑧
𝑑∼ 𝒩 (0, 1)). If we take into

account our quantitative result on fluctuation scaling in the vocabulary in Eq. (4.12), i.e. 𝜎(𝑁) ≈
0.1𝜇(𝑁), we can calculate the z-score of the observation (𝑉,𝑁) as

𝑧(𝑉,𝑁) ≈
𝑉 − 𝜇(𝑁)

0.1𝜇(𝑁)
= 10

(︂
𝑉

𝜇(𝑁)
− 1

)︂
, (4.28)

in which we need to include the expected vocabulary growth, 𝜇(𝑁), from a given generative model

(e.g., Heaps’ law with two scalings). We can now: i) for a single text (𝑉,𝑁), assign a value of lexical

richness, the z-score 𝑧(𝑉,𝑁), taking into account deviations from the pure Heaps’ law which should

be included in 𝜇(𝑁); ii) given two texts (𝑉1, 𝑁1) and (𝑉2, 𝑁2), compare directly the respective z-

scores 𝑧(𝑉1,𝑁1) and 𝑧(𝑉2,𝑁2) in order to assess which text has a higher lexical richness independent

of the difference in the text lengths; and iii) estimate the statistical significance of the difference in

vocabulary by considering Δ𝑧 ≡ 𝑧(𝑉1,𝑁1) − 𝑧(𝑉2,𝑁2), which is distributed according to Δ𝑧
𝑑∼ 𝒩 (0, 2)

since 𝑧
𝑑∼ 𝒩 (0, 1). Point (iii) implies that the difference in the vocabulary richness of two texts is

statistically significant on a 95%-confidence level if |Δ𝑧| > 2.77, i.e. in this case there is at most a 5%

chance that the observed difference originates from topic fluctuations. As a rule of thumb, for two

texts of approximately the same length (𝑉 (𝑁) ≈ 𝜇(𝑁)), the relative difference in the vocabulary has

to be larger than 27.7% in order to be sure on a 95%-confidence level that the difference is not due

to expected topic fluctuations.

We illustrate this approach for the vocabulary richness of Wikipedia articles. As a proxy for the

true vocabulary richness, we measure how much the vocabulary of each article, 𝑉 (𝑁), exceeds the

average vocabulary 𝑉avg(𝑁) with the same text length 𝑁 empirically determined from all articles

in the Wikipedia. In practice, however, when assessing the vocabulary richness of a single article,

information of 𝑉avg(𝑁) from an ensemble of texts is usually not available and measures such as the
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Figure 4.4.: Measures of vocabulary richness. For 5000 randomly selected articles from the
Wikipedia database (black dots), we compute the ratio between the number of different words 𝑉 (𝑁)
and the average number of different words 𝑉avg(𝑁) (empirically determined from all articles with
the same textlength 𝑁). We compare the predictions of different measures of vocabulary richness
(solid lines): (a) Herdan’s C, 𝐶𝐻 , and (b+c) 𝑧-score, Eq. (4.28), in which we calculate the expected
null model, 𝜇(𝑀), according to Eq. (4.26) with parameters 𝛾 = 1.77, 𝑏 = 7873 (compare Tab. 3.1),
and 𝑎 → ∞ (in b) or 𝑎 = 0.08 (in c). The solid lines are contours corresponding to values of 𝑉 (𝑁)
that yield the same measure of vocabulary richness varying from rich (red: 𝐶𝐻 = 0.98 and 𝑧 = 4) to
poor (purple: 𝐶𝐻 = 0.8 and 𝑧 = −4) vocabulary. The article with the richest vocabulary according
to each measure is marked by × (red).

ones described above are needed. In Fig. 4.4 we compare the accuracy of measures of vocabulary

richness according to Herdan’s C, 𝐶𝐻 , Fig. 4.4(a), and the 𝑧-score, Fig. 4.4(b+c). For the latter,

we use Eq. (4.28) and calculate 𝜇(𝑁) from Poisson word usage by fixing Zipf’s law and assuming

Gamma-distributed word frequencies across documents, see Eq. (4.26). We see in Fig. 4.4(a) that

Herdan’s C, 𝐶𝐻 , shows a strong bias towards assigning high values of 𝐶𝐻 to shorter texts: following

a line with constant 𝐶𝐻 we observe for 𝑁 & 10 articles with a vocabulary below average while for

𝑁 > 1000 articles with a vocabulary above average. A similar (weaker) bias is observed in Fig. 4.4(b)

for the calculation of the 𝑧-score for the case in which we consider deviations from the pure Heaps’ law

but treat frequencies of individual words as fixed, i.e. ignoring topicality. The 𝑧-score calculations

including topicality in Fig. 4.4(c) show that we obtain a measure of vocabulary richness which is

approximately unbiased with respect to the text length 𝑁 (contour lines are roughly horizontal).

Furthermore, in contrast to the two other measures, we correctly assign the highest 𝑧-score to the

article with the highest ratio 𝑉 (𝑁)/𝑉avg(𝑁). Altogether, this implies that it is not only important

to take into account deviations from the pure Heaps’ law but that it is crucial to consider topicality

in the form of a quenched average.
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4.3. Comparing word frequency distributions

In this section we quantify the distance between two observed instances of text based on the whole

ensemble of words and their frequency of usage using tools from information theory.

As a motivational example, in Fig. 4.5 we show the word-frequency distribution of the Google-

ngram database from 1850, 1900, and 1950. We see that the distribution itself remains essentially the

same, a fat-tailed Zipf distribution

𝑝(𝑟) ∝ 𝑟−𝛾 , (4.29)

where 𝑝 is the frequency of the 𝑟-th most frequent word and 𝛾 ' 1 (we refer to Sec. 3.1 for a detailed

analysis of the rank-frequency distribution in the Google-ngram database). However, changes are seen

in the frequency 𝑝 (or rank) of specific words, e.g., ship lost and genetic won popularity. Measures

that quantify such changes are essential to answer questions such as: Is the vocabulary from 1900

more similar to the one from 1850 or to the one from 1950? How similar are two vocabularies (e.g.,

from different years)? Are the two finite-size observations compatible with a finite sample of the same

underlying vocabulary? How similar are the vocabulary of different authors or disciplines? How fast

is the lexical change taking place?

Heavy-tailed and broad distributions of symbol frequencies are not only typical in natural languages

but appear also in the DNA (n-grams of base pairs for large 𝑛) [MBG+94], in gene expression [FK03],

and music [BCN08, SCBn+12]. The slow decay observed in a broad range of frequencies implies that

there is no typical frequency for words and therefore relevant changes can occur in different ranges
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Figure 4.5.: The English vocabulary in different years. Rank-frequency distribution 𝑝(𝑟) of indi-
vidual years 𝑡 for 𝑡 = 1850, 1900, and 1950 of the Google-ngram database, multiplied by a factor of
1, 2, and 4, respectively, for better visual comparison. The inset shows the original un-transformed
data (same axis), highlighting that the rank-frequency distributions are almost indistinguishable.
Individual words (e.g. “and",“see",“ship",“genetic") show changes in rank and frequency (symbols),
where words with larger ranks (i.e. smaller frequencies) show larger change.
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of the 𝑝-spectrum, from the few large-frequency words all the way to the many low-frequency words.

This imposes a challenge to define similarity measures that are able to account for this variability and

that also yield accurate estimations based on finite-size observations.

In Sec. 4.3.1 we quantify the vocabulary similarity using a spectrum of measures 𝐷𝛼 based on the

generalized entropy of order 𝛼 (𝐷𝛼=1 recovers the usual Jensen-Shannon divergence). In Sec. 4.3.2

we show how varying 𝛼 magnifies differences in the vocabulary at different scales of the (fat-tailed)

frequency spectrum, thus providing different information on the vocabulary change. In Sec. 4.3.3 we

show the problem of measuring these divergences in samples of finite size. In particular, for the case

of fat-tailed distributions, the large number of low-frequency symbols hinder an accurate finite-size

estimation of the corresponding entropies.

4.3.1. Definition

Consider the probability distribution 𝑝 = (𝑝1, 𝑝2, . . . , 𝑝𝑆) of a random variable over a discrete, count-

able set of symbols 𝑖 = 1, . . . , 𝑆 (where later we include the possibility for 𝑆 → ∞). One theoretically

sound and natural measure coming from information theory for quantifying the difference between

two such probability distributions 𝑝 and 𝑞 is the Jensen-Shannon divergence (JSD) [Lin91]

𝐷(𝑝, 𝑞) = 𝐻

(︂
𝑝+ 𝑞

2

)︂
− 1

2
𝐻(𝑝)− 1

2
𝐻(𝑞), (4.30)

where 𝐻 is the Shannon entropy [CT06]

𝐻(𝑝) = −
∑︁

𝑖

𝑝𝑖 log 𝑝𝑖. (4.31)

This definition has several properties which are useful in the interpretation as a distance: i)𝐷(𝑝, 𝑞) ≥ 0

where the equality holds if and only if 𝑝 = 𝑞; ii) 𝐷(𝑝, 𝑞) = 𝐷(𝑞,𝑝) (it is a symmetrized Kullback-

Leiber divergence [Lin91]); iii)
√︀

𝐷(𝑝, 𝑞) fulfills the triangle inequality and thus is a metric [ES03];

and iv) 𝐷(𝑝, 𝑞) equals the mutual information of variables sampled from 𝑝 and 𝑞, i.e., 𝐷(𝑝, 𝑞)

equals the average amount of information in one randomly sampled word-token about which of the

two distribution it was sampled from [GBGC+02]. The JSD is widely used in the statistical anal-

ysis of language [MS99], e.g. to automatically find individual documents that are (semantically)

related [BND+11, MKEHG11] or to track the rate of evolution in the lexical inventory of a language

over historical time scales [BSW14, PDD15b].

Here we also consider the generalization of JSD in which 𝐻 in Eq. (4.31) is replaced by the gener-

alized entropy of order 𝛼 [HC67]

𝐻𝛼(𝑝) =
1

1− 𝛼

(︃∑︁

𝑖

𝑝𝛼𝑖 − 1

)︃
, (4.32)

yielding a spectrum of divergence measures 𝐷𝛼 parameterized by 𝛼, first introduced in Ref. [BR82].
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The usual JSD is retrieved for 𝛼 = 1. The suitability of Eq. (4.32) to describe physical systems is the

subject of investigation of non-extensive statistical mechanics as first proposed in Ref. [Tsa88]. While

similar generalizations can be achieved with other formulations of generalized entropies such as the

Renyi entropy [R6́1], the corresponding divergence can become negative. In contrast, 𝐷𝛼 is strictly

non-negative and it was recently shown that
√︀
𝐷𝛼(𝑝, 𝑞) is a metric for any 𝛼 ∈ (0, 2] [BH09]. For

heavy-tailed distributions, Eq. (4.29), 𝐻𝛼 < ∞ for 𝛼 > 1/𝛾.

We define a normalized version of 𝐷𝛼 as

𝐷̃𝛼(𝑝, 𝑞) =
𝐷𝛼(𝑝, 𝑞)

𝐷max
𝛼 (𝑝, 𝑞)

(4.33)

where

𝐷max
𝛼 (𝑝, 𝑞) =

21−𝛼 − 1

2

(︂
𝐻𝛼 (𝑝) +𝐻𝛼 (𝑞) +

2

1− 𝛼

)︂
. (4.34)

is the maximum possible 𝐷𝛼 between 𝑝 and 𝑞 obtained assuming that the the set of symbols in

each distribution (i.e., the support of 𝑝 and 𝑞) are disjoint. The main motivation for using the

measure (4.33) is that 𝐷̃𝛼(𝑝, 𝑞) ∈ [0, 1], while the range of admissible values of 𝐷𝛼 depends on 𝛼.

This allows for a meaningful comparison of the divergences 𝐷̃𝛼(𝑝, 𝑞) and 𝐷̃𝛼′(𝑝, 𝑞) for 𝛼 ̸= 𝛼′ and

therefore also for the full spectrum of 𝛼’s. In general, the metric properties of 𝐷𝛼 are not preserved

by 𝐷̃𝛼. An exception is the case in which the frequency distribution 𝑝(𝑟) underlying all 𝑝’s and

𝑞’s is invariant (see Fig. 4.5). Noting that Eq. (4.34) is independent of the symbols we obtain that

𝐷max
𝛼 (𝑝, 𝑞) is a constant for all 𝑝’s and 𝑞’s and therefore the metric property is preserved for 𝐷̃𝛼.

4.3.2. Interpretation

In order to clarify the interpretation of 𝐷𝛼, it is useful to consider a toy model. As in Fig. 4.5, we

consider two distributions 𝑝 and 𝑞 that have exactly the same frequency distribution 𝑝(𝑟) but differ

in (a subset of) the symbols they use. For simplicity, we consider that symbols that differ in the two

cases appear only in one of the distributions. More precisely, denoting by 𝐼𝑝 = {𝐴,𝐵,𝐶,𝐷,𝐸, . . .}
the set of symbols in 𝑝 with probabilities 𝑝𝑖 and 𝑖 ∈ 𝐼𝑝, we replace a subset 𝐼* ⊂ 𝐼𝑝 of symbols in 𝑞 by

a new symbol with the same probability (this ensures that the frequency distribution is conserved).

Thus the set of symbols in 𝑞 is 𝐼𝑞 = {𝑖|𝑖 ∈ 𝐼𝑝 ∖ 𝐼*}∪{𝑖†|𝑖 ∈ 𝐼*} with 𝑝𝑖 = 𝑞𝑖 for 𝑖 ∈ 𝐼𝑝 ∖ 𝐼* and 𝑝𝑖 = 𝑞𝑖†

for 𝑖 ∈ 𝐼* , see Fig. 4.6 for one example.

For a given distribution 𝑝 and a set of replaced symbols 𝐼*, we compute 𝐷𝛼(𝑝, 𝐼
*) ≡ 𝐷𝛼(𝑝, 𝑞) as

𝐷𝛼(𝑝, 𝐼
*) = 𝑐𝛼

∑︁

𝑖∈𝐼*
𝑝𝛼𝑖 , (4.35)

where 𝑐𝛼 = (2(1−𝛼) − 1)/(1− 𝛼). The maximum is given by

𝐷max
𝛼 (𝑝, 𝐼*) = 𝑐𝛼

∑︁

𝑖∈𝐼𝑝
𝑝𝛼𝑖 (4.36)
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Figure 4.6.: Illustration of our toy model where 𝑝 (left) and 𝑞 (right) have the same rank-frequency
distribution, but differ in the probability for individual symbols. In this example, 𝑝 and 𝑞 are the
same (𝑝𝑖 = 𝑞𝑖) for 𝑖 ∈ {𝐴,𝐶,𝐷,𝐸, 𝐹,𝐺,𝐻}, while the symbol 𝑖 = 𝐵 in 𝑝 is replaced by 𝑖 = 𝐵† in 𝑞
with 𝑝𝑖=𝐵 = 𝑞𝑖=𝐵† and 𝑝𝑖=𝐵† = 𝑞𝑖=𝐵 = 0.

such that

𝐷̃𝛼(𝑝, 𝐼
*) =

∑︀
𝑖∈𝐼* 𝑝

𝛼
𝑖∑︀

𝑖∈𝐼𝑝 𝑝
𝛼
𝑖

. (4.37)

This shows that each symbol 𝑖 ∈ 𝐼* that is replaced by a new symbol contributes 𝑝𝛼𝑖 to 𝐷𝛼. It is

thus clear that varying 𝛼, the contribution of different frequencies become magnified (e.g. for 𝛼 ≫ 1

large frequencies are enhanced while for 𝛼 < 0 low frequencies contribute more to 𝐷𝛼 than large

frequencies).

In particular, for 𝛼 = 0, 𝐷̃𝛼=0(𝑝, 𝐼
*) = |𝐼*|

|𝐼𝑝| is the fraction of symbols (types) that are different

in 𝑝 and 𝑞. Each symbol 𝑖 counts the same irrespective of their probabilities 𝑝𝑖. For |𝐼*|
|𝐼𝑝| ≪ 1,

𝐷̃𝛼=0(𝑝, 𝐼
*) = 1−𝐽(𝐼𝑝, 𝐼𝑞), where 𝐽(𝐼𝑝, 𝐼𝑞) =

|𝐼𝑝∩𝐼𝑞 |
|𝐼𝑝∪𝐼𝑞 | is the Jaccard-coefficient between the two sets 𝐼𝑝

and 𝐼𝑞, an ad-hoc defined similarity measure widely used in information retrieval [MS99]. For 𝛼 = 1,

𝐷̃𝛼=1(𝑝, 𝐼
*) =

∑︀
𝑖∈𝐼* 𝑝𝑖 showing that each replaced symbol is weighted by its probability 𝑝𝑖 and thus

that 𝐷̃𝛼=1 measures the distance in terms of tokens.

The full spectrum 𝐷̃𝛼 offers information on changes in all frequencies, a point which is particularly

important for the case of fat-tailed distributions because word frequencies vary over many orders of

magnitude. Figure 4.7 illustrates how different values of 𝛼 are able to capture changes at different

regions in the frequency spectrum. In particular, it shows that 𝐷̃𝛼 grows (decays) with 𝛼 when the

modified symbols have high (low) frequency. Furthermore, the comparison between two given changes

allow us to conclude about which change was more significant at different regions of the word-frequency

spectrum. In the example of the figure, both changes (the two lines) are equally significant from the

point of view of the modified tokens (𝐷̃1 are the same), the change in the left affects more types (𝐷̃0

is larger), and the change in the right affects more frequent words (𝐷̃𝛼 is larger for 𝛼 ≫ 1).
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Figure 4.7.: The spectrum 𝐷̃𝛼(𝑝, 𝐼
*) for two different changes. The lines correspond to Eq. (4.37)

with 𝑝𝑖 ∝ 𝑖−1 with 𝑖 = 1, 2, . . . , 1000 and two different sets of replaced symbols 𝐼*1 , 𝐼
*
2 . Right inset:

𝐼*1 = {1}, i.e., only the symbol with the highest probability, 𝑝𝑖=1 ≈ 0.13 is changed. Left inset:
𝐼*2 = {368, . . . , 1000}, i.e, the symbols with small probability are replaced. The choice of 𝐼*2 was
made such that

∑︀
𝑖∈𝐼*

2
𝑝𝑖 ≈ 𝑝𝑖=1 and therefore 𝐷̃𝛼=1(𝑝, 𝐼

*
1 ) ≈ 𝐷̃𝛼=1(𝑝, 𝐼

*
2 ).

4.3.3. Finite-size estimation: Analytical calculations

In this section we turn to the estimation of 𝐷̃𝛼 from data. Even if 𝐷̃𝛼 is defined with respect to

distributions 𝑝 and 𝑞, Eq. (4.33), in practice these distributions are estimated from sequences with

finite size 𝑁 (total number of symbols or word-tokens) yielding finite-size estimates of the distributions

𝑝 and 𝑞. The main obstacle in obtaining accurate estimates of 𝐷̃𝛼 is that it requires the estimation of

entropies for which, in general, unbiased estimators do not exist [Sch04]. Accordingly, even if 𝑝 = 𝑞,

in practice 𝐻𝛼(𝑝) ̸= 𝐻𝛼(𝑞) and 𝐷̃𝛼(𝑝, 𝑞) > 0 are measured not only in single realizations, but also

on average (the bias). Besides the bias, we are also interested in the expected fluctuation (standard

deviation) of the estimations of 𝐻𝛼 and 𝐷̃𝛼 and how both they depend on the sequence size 𝑁 for

large 𝑁 . In fat-tailed distributions such as Eq. (4.29), these estimations are based on an observed

vocabulary 𝑉 (number of different symbols) that grows sub-linearly with 𝑁 as [Her60, Hea78] (we

refer to Sec. 3.2 for a detailed discussion on the vocabulary growth, i.e. Heaps’ law)

𝑉 (𝑁) ∝ 𝑁1/𝛾 . (4.38)

This implies that the entropies in Eq. (4.32) are estimated based on a sum of 𝑉 → ∞ terms (for

𝑁 → ∞). In practice, 𝛾 and the precise functional form of the fat-tailed distribution are unknown

and therefore, besides 𝐷̃𝛼, the estimation of 𝐻𝛼 is also of interest (see Ref. [dW99] for the case in

which a power law form of 𝑝 is assumed to be known a priori).

Here we extend and generalize previous results [Mil55, Bas59, Har75, HSE94] to arbitrary 𝛼. Given

a probability distribution 𝑝 and the measured probabilities 𝑝 from a finite sample of 𝑁 word-tokens,
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we expand 𝐻𝛼(𝑝) around the true probabilities 𝑝𝑖 up to second order as

𝐻𝛼(𝑝) ≈ 𝐻𝛼(𝑝)+
∑︁

𝑖:𝑝𝑖>0

(𝑝𝑖 − 𝑝𝑖)
𝛼

1− 𝛼
𝑝𝛼−1
𝑖 − 1

2

∑︁

𝑖:𝑝𝑖>0

(𝑝𝑖 − 𝑝𝑖)
2𝛼𝑝𝛼−2

𝑖 (4.39)

where we used that 𝜕𝐻𝛼
𝜕𝑝𝑖

= 𝛼/(1 − 𝛼)𝑝𝛼−1
𝑖 and 𝜕2𝐻

𝜕𝑝𝑖𝜕𝑝𝑗
= −𝛼𝑝𝛼−2

𝑖 𝛿𝑖,𝑗 . We then calculate E [𝐻𝛼(𝑝)]

by averaging over the different realization of the random variables 𝑝𝑖 by assuming that the absolute

frequency of each symbol 𝑖 is drawn from an independent binomial with probability 𝑝𝑖 such that

E [𝑝𝑖] = 𝑝𝑖 and V [𝑝𝑖] = 𝑝𝑖(1− 𝑝𝑖)/𝑁 ≈ 𝑝𝑖/𝑁 yielding

E [𝐻𝛼(𝑝)] ≈ 𝐻𝛼(𝑝)−
𝛼

2𝑁

∑︁

𝑖∈𝑉
𝑝𝛼−1
𝑖 = 𝐻𝛼(𝑝)−

𝛼𝑉 (𝛼)

2𝑁
, (4.40)

which defines the vocabulary size of order 𝛼

𝑉 (𝛼) ≡
∑︁

𝑖∈𝑉
𝑝𝛼−1
𝑖 . (4.41)

From Eq. (4.40) we see that the bias in the entropy estimation |𝐻𝛼(𝑝)− E [𝐻𝛼(𝑝)] | depends only on

𝑉 (𝛼) and 𝑁 . Similar calculations (see the end of this section) show that the large 𝑁 behavior of the

bias and the fluctuations (variance) of 𝐻𝛼, 𝐷𝛼, and 𝐷̃𝛼 can be written as simple functions of 𝑉 (𝛼)

and 𝑁 , as summarized in Tab. 4.1.

𝐻𝛼 𝐷𝛼, 𝐷̃𝛼(𝑝 ̸= 𝑞) 𝐷𝛼, 𝐷̃𝛼(𝑝 = 𝑞)

Bias: 𝑉 (𝛼)/𝑁 𝑉 (𝛼)/𝑁 𝑉 (𝛼)/𝑁

Fluctuations: 𝑉 (2𝛼)/𝑁 𝑉 (2𝛼)/𝑁 𝑉 (2𝛼−1)/𝑁2

Table 4.1.: Scaling of the bias |E[𝑋̂]−𝑋| and the fluctuations V[𝑋] ≡ E[𝑋̂2]−E[𝑋̂]2 of estimations
𝑋̂. The results are valid for large sequence sizes 𝑁 and depend on the vocabulary of order 𝛼, 𝑉 (𝛼)

as in Eqs. (4.41) and (4.42). Results are shown for 𝑋 = 𝐻𝛼 [order 𝛼 entropy, Eq. (4.32)], 𝐷𝛼

[generalized divergence], 𝐷̃𝛼 [normalized divergence, Eq. (4.33)], see end of this section for the
derivations. For 𝐷̃𝛼, we approximate 𝐷̃𝛼 ≈ 𝐷𝛼/E[𝐷max

𝛼 ].

We now focus on the dependence of 𝑉 (𝛼) on 𝑁 . The sum
∑︀

𝑖∈𝑉 in Eq. (4.41) indicates that

in 𝑁 samples, on average, 𝑉 = 𝑉 (𝑁) ≡ 𝑉 (𝛼=1) different symbols are observed. If for 𝑁 → ∞ the

vocabulary 𝑉 converges to a finite value, 𝑉 (𝛼) in Eq. (4.41) also converges and the bias scales as 1/𝑁 .

A more interesting scenario happens when 𝑉 grows with 𝑁 . For the fat-tailed case of interest here,

𝑉 grows as 𝑁1/𝛾 , Eq. (4.38), and we obtain (see end of this section) that 𝑉 (𝛼) scales for large 𝑁 as

𝑉 (𝛼) ∝

⎧
⎨
⎩
𝑁−𝛼+1+1/𝛾 , 𝛼 < 1 + 1/𝛾,

constant , 𝛼 > 1 + 1/𝛾,
(4.42)

where 𝛾 > 1 is the Zipf exponent defined in Eq. (4.29) and 𝛼 is the order of the entropy in Eq. (4.32).

From the combination of Eq. (4.42) and Tab. 4.1 we obtain the scalings with sequence size 𝑁 of
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the estimators of 𝐻𝛼, 𝐷𝛼, and 𝐷̃𝛼 in a fat-tailed distribution with exponent 𝛾. These scalings are

summarized in Tab. 4.2. Three scaling regimes can be identified for the bias and for the fluctuations.

(i) For large 𝛼, the decay is 1/𝑁 (except when 𝑝 = 𝑞, where the fluctuations decay even faster as

1/𝑁2) as in the case of a finite vocabulary and short-tailed distributions. (ii) For intermediate 𝛼,

a sub-linear decay with 𝑁 is observed. This regime appears exclusively in fat-tailed distributions

and has important consequences in real applications, as shown below. From the exponents of the

sub-linear decay we see that the bias decays more slowly than the fluctuations. (iii) For small 𝛼,

𝛼 < 1/𝛾, 𝐻𝛼(𝑝) is not defined thus the estimator for the mean of 𝐻𝛼 and 𝐷𝛼 diverge. The growth of

𝐻𝛼 (and therefore 𝐷max
𝛼 ) and 𝐷𝛼 with 𝑁 have the same scaling and therefore cancel each other for

𝐷̃𝛼, in which case a convergence to a well defined value is found (the fluctuation of 𝐷̃𝛼 still decays in

this regime).

Finite size estimation of 𝐻𝛼, 𝐷𝛼, and 𝐷̃𝛼 and derivation of Eq. (4.42)

In the following paragraphs we present the full calculations for the mean (i.e. the bias) and the

fluctuations in finite-size estimates of 𝐻𝛼, 𝐷𝛼, and 𝐷̃𝛼 as well as the derivation of Eq. (4.42). The

starting point is a finite sample 𝑝 = (𝑛1/𝑁, 𝑛2/𝑁, . . . , 𝑛𝑉 /𝑁) of size 𝑁 (where 𝑛𝑖 is the number of

times symbol 𝑖 was observed) which we assume is obtained from 𝑁 identical and independent draws

E[𝐻𝛼(𝑝)] E[𝐷𝛼(𝑝, 𝑞)] E[𝐷̃𝛼(𝑝, 𝑞)]

𝛼E
1 1/𝛾 1/𝛾 1/𝛾

𝛼E
2 1 + 1/𝛾 1 + 1/𝛾 1 + 1/𝛾

𝛼 < 𝛼E
1 𝑐𝑁−𝛼+1/𝛾 𝑐𝑁−𝛼+1/𝛾 𝑐

𝛼E
1 < 𝛼 < 𝛼E

2 𝐻𝛼(𝑝) + 𝑐𝑁−𝛼+1/𝛾 𝐷𝛼(𝑝, 𝑞) + 𝑐𝑁−𝛼+1/𝛾 𝐷̃𝛼(𝑝, 𝑞) + 𝑐𝑁−𝛼+1/𝛾

𝛼 > 𝛼E
2 𝐻𝛼(𝑝) + 𝑐𝑁−1 𝐷𝛼(𝑝, 𝑞) + 𝑐𝑁−1 𝐷̃𝛼(𝑝, 𝑞) + 𝑐𝑁−1

V[𝐻𝛼(𝑝)] V[𝐷𝛼(𝑝, 𝑞)] V[𝐷̃𝛼(𝑝, 𝑞)]
𝑝 ̸= 𝑞 𝑝 = 𝑞 𝑝 ̸= 𝑞 𝑝 = 𝑞

𝛼V
1 1/(2𝛾) 1/(2𝛾) 1/(2𝛾) 1/𝛾 1/𝛾

𝛼V
2

1
2(1 + 1/𝛾) 1

2(1 + 1/𝛾) 1 + 1/(2𝛾) 1
2(1 + 1/𝛾) 1 + 1/(2𝛾)

𝛼 < 𝛼V
1 𝑐𝑁−2𝛼+1/𝛾 𝑐𝑁−2𝛼+1/𝛾 𝑐𝑁−2𝛼+1/𝛾 𝑐𝑁−1/𝛾 𝑐𝑁−1/𝛾

𝛼V
1 < 𝛼 < 𝛼V

2 𝑐𝑁−2𝛼+1/𝛾 𝑐𝑁−2𝛼+1/𝛾 𝑐𝑁−2𝛼+1/𝛾 𝑐𝑁−2𝛼+1/𝛾 𝑐𝑁−2𝛼+1/𝛾

𝛼 > 𝛼V
2 𝑐𝑁−1 𝑐𝑁−1 𝑐𝑁−2 𝑐𝑁−1 𝑐𝑁−2

Table 4.2.: Summary of finite size scaling for distributions with fat tails. Mean (E) and variance
(V) of the plug-in estimator of 𝐻𝛼, 𝐷𝛼, and 𝐷̃𝛼 for samples 𝑝 and 𝑞 each of size 𝑁 drawn randomly
from 𝑝 and 𝑞 with power law rank-frequency distributions with exponent 𝛾 > 1, Eq. (4.29). The
results are obtained combining Tab. 4.1 with Eq. (4.42) (for details see end of this section). The
constant 𝑐 depends on 𝛼 and has a different value in each case but is independent of 𝑁 . The limit
𝛾 → ∞ corresponds to the case in which both 𝑝 and 𝑞 have short tails.
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from the distribution 𝑝 giving an estimator for 𝐻𝛼:

𝐻𝛼(𝑝) =
1

1− 𝛼

⎛
⎝ ∑︁

𝑖:𝑝𝑖>0

𝑝𝛼𝑖 − 1

⎞
⎠ . (4.43)

In order to take the corresponding expectation values we expand 𝑝𝛼𝑖 around the true probabilities 𝑝𝑖
up to second order

𝑝𝛼𝑖 ≈ 𝑝𝛼𝑖 + (𝑝𝑖 − 𝑝𝑖)𝛼𝑝
𝛼−1
𝑖 +

1

2
(𝑝𝑖 − 𝑝𝑖)

2𝛼(𝛼− 1)𝑝𝛼−2
𝑖 (4.44)

and average over the realizations of the random variables 𝑝𝛼𝑖 by assuming that each symbol is drawn

independently from binomial with probability 𝑝𝑖 such that ⟨(𝑝𝑖 − 𝑝𝑖)⟩ = 0 and ⟨(𝑝𝑖 − 𝑝𝑖)
2⟩ = 𝑝𝑖(1 −

𝑝𝑖)/𝑁 ≈ 𝑝𝑖/𝑁 yielding [HSE94]

⟨𝑝𝛼𝑖 ⟩ ≈ 𝑝𝛼𝑖 +
1

2𝑁
𝛼(𝛼− 1)𝑝𝛼−1

𝑖 . (4.45)

Estimating 𝐻𝛼

Combining Eqs. (4.43) and (4.45) we obtain for the mean

E[𝐻𝛼(𝑝)] ≡ ⟨𝐻𝛼(𝑝)⟩ =
1

1− 𝛼

⎛
⎝ ∑︁

𝑖∈⟨𝑉𝑝⟩
⟨𝑝𝛼𝑖 ⟩ − 1

⎞
⎠

=
1

1− 𝛼

⎛
⎝ ∑︁

𝑖∈⟨𝑉𝑝⟩
𝑝𝛼𝑖 − 1

⎞
⎠− 𝛼

2𝑁

∑︁

𝑖∈⟨𝑉𝑝⟩
𝑝𝛼−1
𝑖

=
1

1− 𝛼

(︁
𝑉

(𝛼+1)
𝑝 − 1

)︁
− 𝛼

2𝑁
𝑉

(𝛼)
𝑝

(4.46)

where we introduce the notation
∑︀

𝑖∈⟨𝑉𝑝⟩ indicating that we average only over the expected number

of observed symbols ⟨𝑉𝑝⟩ in samples 𝑝.

For the variance we get

V[𝐻𝛼(𝑝)] ≡E[𝐻𝛼(𝑝)
2]− E[𝐻𝛼(𝑝)]

2

=
1

(1− 𝛼)2

∑︁

𝑖∈⟨𝑉𝑝⟩

∑︁

𝑗∈⟨𝑉𝑝⟩

(︀
⟨𝑝𝛼𝑖 𝑝𝛼𝑗 ⟩ − ⟨𝑝𝛼𝑖 ⟩⟨𝑝𝛼𝑗 ⟩

)︀

=
𝛼2

(1− 𝛼)2𝑁

∑︁

𝑖∈⟨𝑉𝑝⟩
𝑝2𝛼−1
𝑖 − 𝛼2

4𝑁2

∑︁

𝑖∈⟨𝑉𝑝⟩
𝑝2𝛼−2
𝑖

=
𝛼2

(1− 𝛼)2

𝑉
(2𝛼)
𝑝

𝑁
− 𝛼2

4

𝑉
(2𝛼−1)
𝑝

𝑁2

(4.47)

where we used that two different symbols 𝑖 ̸= 𝑗 are independently drawn, thus
∑︀

𝑖,𝑗⟨𝑝𝛼𝑖 𝑝𝛼𝑗 ⟩ =
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∑︀
𝑖 ̸=𝑗⟨𝑝𝛼𝑖 ⟩⟨𝑝𝛼𝑗 ⟩+

∑︀
𝑖⟨𝑝2𝛼𝑖 ⟩.

Estimating 𝐷𝛼

For 𝐷𝛼 we have two samples 𝑝 and 𝑞 each of size 𝑁 randomly sampled from the distributions 𝑝 and 𝑞

such that we can express the mean and the variance from the expectation values of the corresponding

individual entropies.

Introducing the notation 𝑃 ≡ 1
2(𝑝+ 𝑞) we get for the mean

E[𝐷𝛼(𝑝, 𝑞)] =E[𝐻𝛼(𝑃 )]− 1

2
E [𝐻𝛼 (𝑝)]−

1

2
E [𝐻𝛼 (𝑞)]

=
1

1− 𝛼

{︂
𝑉

(𝛼+1)

𝑃
− 1

2
𝑉

(𝛼+1)
𝑝 − 1

2
𝑉

(𝛼+1)
𝑞

}︂
+

𝛼

2𝑁

{︂
1

2
𝑉

(𝛼)
𝑝 +

1

2
𝑉

(𝛼)
𝑞 − 1

2
𝑉

(𝛼)

𝑃

}︂
.
(4.48)

where 𝑉
(𝛼)

𝑃
denotes the generalized vocabulary, Eq. (4.41), for the combined sequence 𝑃 = 1

2(𝑝+ 𝑞),

which is of length 2𝑁 .

For the variance we get

V[𝐷𝛼 (𝑝, 𝑞)] ≡E[𝐷𝛼 (𝑝, 𝑞)
2]− E[𝐷𝛼 (𝑝, 𝑞)]

2

=V[𝐻𝛼(𝑃 )] +
1

4
V [𝐻𝛼(𝑝)] +

1

4
V [𝐻𝛼(𝑞)]− Cov

[︁
𝐻𝛼(𝑃 ), 𝐻𝛼(𝑝) +𝐻𝛼(𝑞)

]︁
,

(4.49)

where Cov [𝑋,𝑌 ] ≡ E[𝑋𝑌 ]− E[𝑋]E[𝑌 ]. We evaluate the covariance-term in two different ways, i.e.

(1− 𝛼)2Cov
[︁
𝐻𝛼(𝑃 ), 𝐻𝛼(𝑝) +𝐻𝛼(𝑞)

]︁

=

⟨ ∑︁

𝑖:𝑝𝑖+𝑞𝑖>0

𝑃𝛼
𝑖

⎛
⎝ ∑︁

𝑗:𝑝𝑗>0

𝑝𝛼𝑗 +
∑︁

𝑗:𝑞𝑗>0

𝑞𝛼𝑗

⎞
⎠
⟩

−
⟨ ∑︁

𝑖:𝑝𝑖+𝑞𝑖>0

𝑃𝛼
𝑖

⟩⎛
⎝
⟨ ∑︁

𝑗:𝑝𝑗>0

𝑝𝛼𝑗

⟩
+

⟨ ∑︁

𝑗:𝑞𝑗>0

𝑞𝛼𝑗

⟩⎞
⎠

=

⟨ ∑︁

𝑖:𝑝𝑖+𝑞𝑖>0

𝑃𝛼
𝑖

∑︁

𝑗:𝑝𝑗+𝑞𝑗>0

(︀
𝑝𝛼𝑗 + 𝑞𝛼𝑗

)︀
⟩

−
⟨ ∑︁

𝑖:𝑝𝑖+𝑞𝑖>0

𝑃𝛼
𝑖

⟩⟨ ∑︁

𝑗:𝑝𝑗+𝑞𝑗>0

(︀
𝑝𝛼𝑗 + 𝑞𝛼𝑗

)︀
⟩

=
∑︁

𝑖∈⟨𝑉𝑃 ⟩

{︁⟨
𝑃𝛼
𝑖 (𝑝𝛼𝑖 + 𝑞𝛼𝑖 )

⟩
−
⟨
𝑃𝛼
𝑖

⟩
(⟨𝑝𝛼𝑖 ⟩+ ⟨𝑞𝛼𝑖 ⟩)

}︁

(4.50)

and

(1− 𝛼)2Cov
[︁
𝐻𝛼(𝑃 ), 𝐻𝛼(𝑝) +𝐻𝛼(𝑞)

]︁

=

⟨ ∑︁

𝑖:𝑝𝑖+𝑞𝑖>0

𝑃𝛼
𝑖

∑︁

𝑗:𝑝𝑗>0

𝑝𝛼𝑗

⟩
−
⟨ ∑︁

𝑖:𝑝𝑖+𝑞𝑖>0

𝑃𝛼
𝑖

⟩⟨ ∑︁

𝑗:𝑝𝑗>0

𝑝𝛼𝑗

⟩

+

⟨ ∑︁

𝑖:𝑝𝑖+𝑞𝑖>0

𝑃𝛼
𝑖

∑︁

𝑗:𝑞𝑗>0

𝑞𝛼𝑗

⟩
−
⟨ ∑︁

𝑖:𝑝𝑖+𝑞𝑖>0

𝑃𝛼
𝑖

⟩⟨ ∑︁

𝑗:𝑞𝑗>0

𝑞𝛼𝑗

⟩

=
∑︁

𝑖∈⟨𝑉𝑝⟩

{︁⟨
𝑃𝛼
𝑖 𝑝

𝛼
𝑖

⟩
−
⟨
𝑃𝛼
𝑖

⟩
⟨𝑝𝛼𝑖 ⟩

}︁
+
∑︁

𝑖∈⟨𝑉𝑞⟩

{︁⟨
𝑃𝛼
𝑖 𝑞

𝛼
𝑖

⟩
−
⟨
𝑃𝛼
𝑖

⟩
⟨𝑞𝛼𝑖 ⟩

}︁

(4.51)
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Similarly as in Eq. (4.45) we can approximate

⟨
𝑃𝛼
𝑖

⟩
≈𝑃𝛼

𝑖 +
𝛼(𝛼− 1)

4𝑁
𝑃𝛼−1
𝑖 ,

⟨
𝑃𝛼
𝑖 𝑝

𝛼
𝑖

⟩
≈𝑃𝛼

𝑖 𝑝
𝛼
𝑖 +

𝛼

4𝑁
(3𝛼− 1)𝑃𝛼−1

𝑖 𝑝𝛼𝑖 +
𝛼

2𝑁
(𝛼− 1)𝑃𝛼

𝑖 𝑝
𝛼−1
𝑖 ,

⟨
𝑃𝛼
𝑖 𝑞

𝛼
𝑖

⟩
≈𝑃𝛼

𝑖 𝑞
𝛼
𝑖 +

𝛼

4𝑁
(3𝛼− 1)𝑃𝛼−1

𝑖 𝑞𝛼𝑖 +
𝛼

2𝑁
(𝛼− 1)𝑃𝛼

𝑖 𝑞
𝛼−1
𝑖 .

(4.52)

From this we get for the variance of 𝐷𝛼

V[𝐷𝛼(𝑝, 𝑞)] =
∑︁

𝑖∈⟨𝑉𝑃 ⟩

{︂
𝛼2

(1− 𝛼)2
1

2𝑁
𝑃𝛼−1
𝑖

[︂
𝑃𝛼
𝑖 − 1

2
(𝑝𝛼𝑖 + 𝑞𝛼𝑖 )

]︂
− 𝛼2

16𝑁2
𝑃𝛼−1
𝑖

[︀
𝑃𝛼−1
𝑖 −

(︀
𝑝𝛼−1
𝑖 + 𝑞𝛼−1

𝑖

)︀]︀}︂

+
1

2

∑︁

𝑖∈⟨𝑉𝑝⟩

{︂
𝛼2

(1− 𝛼)2
1

2𝑁
𝑝𝛼𝑖
[︀
𝑝𝛼−1
𝑖 − 𝑃𝛼−1

𝑖

]︀
− 𝛼2

8𝑁2
𝑝𝛼−1
𝑖

[︀
𝑝𝛼−1
𝑖 − 𝑃𝛼−1

𝑖

]︀}︂

+
1

2

∑︁

𝑖∈⟨𝑉𝑞⟩

{︂
𝛼2

(1− 𝛼)2
1

2𝑁
𝑞𝛼𝑖
[︀
𝑞𝛼−1
𝑖 − 𝑃𝛼−1

𝑖

]︀
− 𝛼2

8𝑁2
𝑞𝛼−1
𝑖

[︀
𝑞𝛼−1
𝑖 − 𝑃𝛼−1

𝑖

]︀}︂
.

(4.53)

Now we can see that for 𝑝 = 𝑞 = 𝑃 we get

V[𝐷𝛼(𝑝, 𝑞)]𝑝=𝑞 =
∑︁

𝑖∈⟨𝑉𝑃 ⟩

1

16𝑁2
𝛼2𝑝2𝛼−2

𝑖 =
𝛼2

16𝑁2
𝑉

(2𝛼−1)

𝑃
. (4.54)

While for arbitrary 𝑝 and 𝑞 the variance of the 𝐷𝛼 contains the variances of the individual entropies

(e.g. 𝑉
(2𝛼)

𝑃
/𝑁) and a covariance term, (only) in the special case 𝑝 = 𝑞 all first-order terms (1/𝑁)

vanish yielding a qualitatively different behaviour 𝑉 (2𝛼−1)

𝑃
/𝑁2.

Estimating 𝐷̃𝛼

The finite-size estimation of 𝐷̃𝛼 can be obtained approximately by

𝐷̃𝛼(𝑝, 𝑞) =
𝐷𝛼(𝑝, 𝑞)

𝐷𝛼(𝑝, 𝑞)max
≈ 𝐷𝛼(𝑝, 𝑞)

E [𝐷max
𝛼 (𝑝, 𝑞)]

(4.55)

such that

E
[︁
𝐷̃𝛼(𝑝, 𝑞)

]︁
≈ E [𝐷𝛼(𝑝, 𝑞)]

E [𝐷max
𝛼 (𝑝, 𝑞)]

,

V
[︁
𝐷̃𝛼(𝑝, 𝑞)

]︁
≈ V [𝐷𝛼(𝑝, 𝑞)]

E [𝐷max
𝛼 (𝑝, 𝑞)]2

.

(4.56)
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The mean of 𝐷max
𝛼 is given according to Eq. (4.34) as a linear combination of the individual entropies

of 𝑝 and 𝑞

E [𝐷max
𝛼 (𝑝, 𝑞)] =

21−𝛼 − 1

2

(︂
E [𝐻𝛼 (𝑝)] + E [𝐻𝛼 (𝑞)] +

2

1− 𝛼

)︂
. (4.57)

Derivation of Eq. (4.42)

In this paragraph we derive the scaling of the generalized vocabulary 𝑉 (𝛼) defined in Eq. (4.41)

assuming that 𝑝 is a power law of the form 𝑝𝑖 ∝ 𝑖−𝛾 , Eq. (4.29). Instead of looking at the probability

of individual symbols 𝑖, we consider the distribution of frequencies 𝑛, which in this case yields 𝑝(𝑛) ∝
𝑛−1−1/𝛾 [New05]. Consider the sum

∑︀
𝑖∈𝑉 𝑝𝑖 =

1
𝑁

∑︀
𝑖∈𝑉 𝑛𝑖 =

1
𝑁 𝑆𝑉 (𝛾), where 𝑆𝑉 (𝛾) corresponds to

the sum of 𝑉 i.i.d. random variables 𝑛𝑖 (𝑖 = 1, . . . , 𝑉 ) drawn from the distribution 𝑝(𝑛). It can be

shown that [BG90]

𝑆𝑉 (𝛾) ∝

⎧
⎨
⎩
𝑉 𝛾 , 𝛾 > 1,

𝑉, 𝛾 < 1.
(4.58)

The case 𝛾 = 1 includes additional logarithmic corrections, but is not of relevance for the discussion,

therefore, we leave it for sake of simplicity. In the same way, we can treat
∑︀

𝑖∈𝑉 𝑝𝜇𝑖 = 1
𝑁𝜇

∑︀
𝑖∈𝑉 𝑛𝜇

𝑖 =
1

𝑁𝜇𝑆𝑉 (𝛾𝜇) by noting that 𝑆𝑉 (𝛾𝜇) can be interpreted as the sum of 𝑉 i.i.d. random variables 𝑛𝑖

(𝑖 = 1, . . . , 𝑉 ), where 𝑛𝑖 ∼ 𝑝(𝑛) with 𝑝(𝑛) ∝ 𝑛−1−1/(𝛾𝜇) such that we get

𝑆𝑉 (𝛾𝜇) ∝

⎧
⎨
⎩
𝑉 𝛾𝜇, 𝜇 < 1/𝛾,

𝑉, 𝜇 > 1/𝛾.
(4.59)

By setting 𝜇 = 𝛼 − 1 in Eq. (4.41) and noting that for 𝑝𝑖 ∝ 𝑖−𝛾 , Eq. (4.29), the number of different

symbols scales as 𝑉 ∝ 𝑁1/𝛾 , Eq. (4.38), we obtain Eq. (4.42).

4.3.4. Finite-size estimation: Numerical simulations

Here we perform numerical estimations of the normalized divergence spectrum 𝐷̃𝛼 that illustrate

the regimes derived above, confirm the validity of the approximations used in their derivations, and

show that the same scalings are observed for different entropy estimators. We sample twice 𝑁 symbols

(tokens) from the same distribution (𝑝 = 𝑞), and therefore 𝐷̃𝛼 = 0 and the expected value E[𝐷̃𝛼(𝑝, 𝑞)]

is the bias. (The fact that the bias shows a slower decay with 𝑁 than the fluctuations makes these

two effects distinguishable also in this 𝐷̃𝛼 = 0 case because E[𝐷̃𝛼(𝑝, 𝑞)] ≫ V[𝐷̃𝛼(𝑝, 𝑞)] for large 𝑁).

𝐷̃𝛼=1 (case 𝑝 = 𝑞)

We start with the most important prediction of our analytical calculations above: the existence in

fat-tailed distributions of a regime for which the bias and fluctuations of 𝐷̃𝛼 decay with 𝑁 more slowly
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than 1/𝑁 . This holds already for 𝛼 = 1, i.e., for the usual Jensen-Shannon divergence, previously

shown for the bias of 𝐻𝛼=1 in Ref. [HSE94]. One potential limitation of our analytical calculations

is that they are based on the plug-in estimator obtained from replacing the 𝑝𝑖’s in the generalized

entropies, Eq. (4.32), by the measured frequencies (i.e. 𝑝𝑖 ↦→ 𝑝𝑖 = 𝑁𝑖/𝑁 , with 𝑁𝑖 being the number

of observed word-tokens of type 𝑖). To test the generality of our results, in the numerical simulations

we use four different estimators of the Shannon entropy (i.e., 𝛼 = 1): i) the Plug-in estimator; ii)

Miller ’s estimator [Mil55], which takes into account the approximation obtained from the expansion in

Eq. (4.40); iii) Grassberger ’s estimator [Gra08] based on the assumption that frequencies are Poisson-

distributed; and iv) a recently proposed Bayesian estimator described in [APP14] which is an extension

of the approach by Nemenman et al. [NSB02] to the case where the number of possible symbols

is unknown or even countably infinite. The numerical results in Fig. 4.8 show that the different

estimators are indeed able to reduce the bias of the estimation, but that the scaling of the bias with

𝑁 remains the same. In particular, the transition from short-tailed to fat-tailed distribution leads

to the predicted transition from 𝑁−1 (𝑁−2) to the slower 𝑁−1+1/𝛾 (𝑁−2+1/𝛾) decay for the bias

(fluctuations) for all estimators. The only exception is in the bias of the Bayesian estimator for the

exact Zipf’s law (4.29), but since this estimator shows a bad performance for the fluctuation and for

the real data we conclude that the slower scaling should be expected in general also for this elaborated

estimator. These results confirm the generality of our finding that the bias and fluctuation in 𝐷̃𝛼=1

decays more slowly than 1/𝑁 in fat-tailed distributions.

A problem that appears in different contexts is to test whether two finite-size 𝑁 sequences, de-

scribed by their empirical distributions 𝑝 and 𝑞, have a common source (null hypothesis). This

involves the computation of a single divergence 𝐷̃𝛼=1(𝑝, 𝑞), which is then compared to the diver-

gence 𝐷̃𝛼=1(𝑝
′,𝑝′) between two finite-size (random) samplings of a single (properly chosen) distri-

bution 𝑝′ (e.g., 𝑝′ = 0.5𝑝 + 0.5𝑞). The probability of observing 𝐷̃𝛼=1(𝑝
′,𝑝′) ≥ 𝐷̃𝛼=1(𝑝, 𝑞) is then

reported as a p-value [GBGC+02]. Besides applications in language, e.g. comparing the distribution

of word frequencies, this problem appears in the identification of coding- and non-coding regions in

DNA [BGGC+00]. The significance of our results is that for the case of fat-tailed distribution the

expected 𝐷̃𝛼=1(𝑝, 𝑞) of the null model may be much larger than the predicted value based on a 1/𝑁

decay (as observed in short-tailed distributions). If the slower convergence in 𝑁 is ignored, e.g., by

applying standard tests to fat-tailed distributions, one rejects the null hypothesis (low p-value) even

if the data is drawn from the same source because the measured distance will be much larger. The

example in Fig. 4.8(c) shows that, even when the size of both sequences is on the order of 𝑁 ≈ 105,

the expected 𝐷̃𝛼=1 (JSD) is E[𝐷̃𝛼=1(𝑝, 𝑞)] ≈ 10−1. This is two orders of magnitude larger than for

the exponential distribution in Fig. 4.8(a), where E[𝐷̃𝛼=1(𝑝, 𝑞)] ≈ 10−3.

𝐷̃𝛼 (case 𝑝 = 𝑞)

We now consider the estimation of 𝐷̃𝛼 for 𝛼 ̸= 1 in the case of fat-tailed distributions (4.29). The

numerical results in Fig. 4.9 confirm the existence of the three scaling regimes discussed after Eq. (4.42)

and Tab. 4.2. The panels (b) and (d) show the relative reduction in the bias and fluctuations achieved
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Figure 4.8.: Finite-size estimation of the normalized Jensen-Shannon divergence 𝐷̃ = 𝐷̃𝛼=1. (a-
c) Estimation of E[𝐷̃(𝑝, 𝑞)] between two sequences of size 𝑁 drawn from the same distribution
(i.e. 𝐷(𝑝, 𝑞) = 0) using four different estimators of the entropy (see text) for three representative
distributions: (a) Exponential (short-tailed) distribution 𝑝𝑖 ∝ 𝑖−𝑎𝑖 for 𝑖 = 0, 1, . . . with 𝑎 = 0.1;
(b) Power law (fat-tailed) distribution 𝑝𝑖 ∝ 𝑖−𝛾 for 𝑖 = 1, 2, . . . with 𝛾 = 3/2; (c) Empirical Zipf-
distribution of word frequencies, i.e. rank-frequency distribution 𝑝(𝑟) from the complete Google-
ngram data, 𝑝𝑖 = 𝑓(𝑖 = 𝑟) for 𝑖 = 1, . . . , 4623568, which is well described by a double power
law [GA13]. (d-f) Show the same as (a-c) for the fluctuations V[𝐷̃(𝑝, 𝑞)]. The dotted lines show
the expected scalings from Tab. 4.2 for short-tailed distributions, i.e. 𝑁−1 (𝑁−2), and power-law
distributions, i.e. 𝑁−1+1/𝛾 (𝑁−2+1/𝛾), for the bias (fluctuations). In (c) we show the expected
scaling for the bias, 𝑉emp(𝑁)/𝑁 , where 𝑉emp(𝑁) is the expected number of different symbols in
a random sample of size 𝑁 from the empirical distribution [GA14]. Averages are taken over 100
realizations.

when the sequence size is doubled. For many different 𝛼’s the relative reduction is larger than 0.5

(0.25) for the bias (fluctuations), a consequence of the slow decay with 𝑁 that shows the difficulty in

obtaining a good estimation of 𝐷̃𝛼. In practice, the exponent 𝛾 of the distribution is unknown such

that the critical values of 𝛼 that separate these regimes (e.g. 𝛼E
1 = 1/𝛾 and 𝛼E

2 = 1 + 1/𝛾 for the

bias) can not be determined a priori. Yet, since 𝛾 > 1, we know that: (i) 𝛼E
1 , 𝛼

V
1 < 1 and therefore

𝐷𝛼 for 𝛼 ≥ 1 is such that 𝐷𝛼(𝑝,𝑝) = 0 for 𝑁 → ∞; and (ii) 𝛼E
2 , 𝛼

V
2 < 2 and therefore the bias and

fluctuations of 𝐷𝛼 for 𝛼 ≥ 2 decay as 1/𝑁 (or 1/𝑁2 for the fluctuations in the case of 𝑝 = 𝑞). This

suggests 𝐷𝛼=2 as a pragmatic choice for empirical measurements because any further increase in 𝛼

will not lead to a faster convergence.
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Figure 4.9.: Bias (a,b) and fluctuations (c,d) in finite-size estimation of 𝐷̃𝛼. Estimation of
E[𝐷̃𝛼(𝑝, 𝑞)] between two sequences each of size 𝑁 drawn numerically from the same power law
distribution 𝑝𝑖 ∝ 𝑖−𝛾 for 𝑖 = 1, 2, . . . , 𝑉 → ∞ with 𝛾 = 3/2 using the plug-in estimator (𝑝𝑖 ↦→ 𝑝𝑖)
for the entropies of order 𝛼. (a) Scaling of the bias with 𝑁 for different 𝛼. (b) Decrease of the bias
in 𝐷̃𝛼 when sample size is doubled (𝑁 ↦→ 2𝑁) for different values of 𝑁 as a function of 𝛼. (c) and
(d) show the same as (a) and (b) for the fluctuations V[𝐷̃𝛼(𝑝, 𝑞)]. Red lines in all plots indicate
the borders between the regimes, 𝛼E

1 = 1/𝛾 = 2/3, 𝛼E
2 = 1 + 1/𝛾 = 5/3 (for the bias in a,b), and

𝛼V
1 = 1/𝛾 = 2/3, 𝛼V

2 = 1 + 1/(2𝛾) = 4/3 (for the fluctuations in c,d). Dotted lines indicate the
predictions based on Tab. 4.1 for 𝛼 < 𝛼E

1 , 𝛼
V
1 and 𝛼 > 𝛼E

2 , 𝛼
V
2 (in a,c) and all values of 𝛼 (in b,d).

Averages are taken over 1000 realizations.





5. Modeling topicality

In contrast to the previous chapter, where we showed the necessity to consider topical aspects in

order to describe, e.g. the fluctuations in the vocabulary growth, and explored different approaches

in quantifying topicality, in this chapter we rather focus on modeling topical aspects in a collection

of documents. That is one tries to capture the mesoscopic, i.e. large-scale, structure of the texts

in order to obtain a coarse-grained description by identifying coherent groups of documents (and/or

words) summarized under the name topic models. A main motivation for this approach in the context

of information retrieval [MRS08] is to find semantically related documents, i.e. which are similar in

content. More generally, it addresses the question of how to organize knowledge accumulated in the

form of so-called unstructured information [SB04], e.g. texts. Besides applications in search engines,

these approaches are employed in the scientific process itself. Due to the unprecedented growth in

the number of scientific papers published, automatically connecting pieces of scientific knowledge has

become crucial, especially in biomedical research [RSOH12].

Here, we approach the problem of identifying the large-scale structure of texts by mapping it

to the problem of community detection in complex networks in the framework of stochastic block

models [GPA15]. This not only leads to a more general formulation of the problem at hand but also

i) solves many of the intrinsic limitations of topic modeling; ii) leads to an improved understanding

of the inference algorithms; and iii) yields much better inference results in terms of model selection.

In Sec. 5.1 we review the basic principles of topic models and community detection. In Sec. 5.2 we

show the similarities of and the differences between the two approaches and how community detection

methods can be applied to describe the topicality of texts. In Sec. 5.3 we systematically compare

state-of-the-art methods from topic models and community detection in artificial and real texts.

5.1. Theoretical framework

In this section we describe briefly the main ideas of topics models and community detection in net-

works.

5.1.1. Topic models

The term topic models refers to a collection of techniques to describe the variation of word usage

across different texts, 𝑑 = 1, . . . , 𝐷. The documents are typically represented as bag-of-words, in

which any word-order (e.g. grammar) within a text is disregarded, thus, only counting how often

each word 𝑤 = 1, . . . , 𝑉 appears in each document 𝑑, 𝑛𝑤,𝑑. From this, one defines a matrix 𝐴, with

63
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elements 𝐴𝑤,𝑑 = 𝑛𝑤,𝑑, such that each document is defined as a vector over all words in the vocabulary.

However, since the total vocabulary, 𝑉 , is much larger than the vocabulary of an individual texts,

the matrix 𝐴 is extremely sparse meaning that only very few of the entries in 𝐴 actually have non-

zero entries. In this case, the comparison of individual documents by their vectors in 𝐴 (e.g. by

measuring the Euclidean distance) can be dominated by spurious effects due to the so-called “curse of

dimensionality”. This motivates approaches based on dimensionality reduction in terms of a number

of 𝐾 latent (i.e. not observable) variables with 𝐾 ≪ 𝐷,𝑉 . In the application to language data, the

latent variables are interpreted in terms of the human intuition of topics (e.g. whether a document is

about politics or sports) such that they are assumed to capture aspects on the semantic or conceptual

level of the individual documents. From this one obtains a coarse-grained description of the individual

matrix 𝐴, in which each topic is described by the contributions of the words 𝑤, and documents are

described by the mixture of topics.

Latent semantic indexing

The idea of latent semantic indexing (LSI) [DDF+90] is based on the singular value decomposition

(SVD) of the 𝑉 ×𝐷-matrix 𝐴 = {𝐴𝑤,𝑑}. The SVD of 𝐴 can be written in the form

𝐴 = ΦΣΘ𝑇 (5.1)

where the matrices Φ and Θ are orthonormal, Σ is diagonal

Σ =

⎡
⎢⎢⎣

𝜎1
. . .

𝜎𝑅=min{𝑉,𝑁}

⎤
⎥⎥⎦ , (5.2)

and 𝜎1 ≥ 𝜎2 ≥ . . . ≥ 𝜎𝑅=min{𝑉,𝐷} are the singular values of the matrix 𝐴. The approach in LSI is to

approximate 𝐴 by a partial SVD using only the 𝐾 largest singular values in Σ

𝐴 ≈ 𝐴(𝐾) = Φ(𝐾)Σ(𝐾)Θ
𝑇
(𝐾)

= [Φ1, . . . ,Φ𝐾 ]

⎡
⎢⎢⎣

𝜎1
. . .

𝜎𝐾

⎤
⎥⎥⎦

⎡
⎢⎢⎣

Θ𝑇
1
...

Θ𝑇
𝐾

⎤
⎥⎥⎦

(5.3)

where Φ𝑘 is the 𝑘-th column of Φ and Θ𝑇
𝑘 is the 𝑘-th row of Θ𝑇 for 𝑘 = 1, . . . ,𝐾. This approximation

corresponds to a dimensionality reduction that is rank-𝐾 optimal in the sense that 𝐴(𝑘) is the matrix

of rank 𝐾 that is closest to the matrix 𝐴 in terms of the 𝐿2-norm [BDO95]. The 𝑉 ×𝐾-matrix Φ(𝑘)

(𝐾 ×𝐷-matrix Θ𝑇
(𝑘)) can be interpreted as the projection of the words (documents) into the reduced

𝐾-dimensional space which is defined by the𝐾 topics obtained from the principal eigenvectors of 𝐴𝐴𝑇

in the partial SVD in Eq. (5.3). In this view, each dimension 𝑘 = 1, . . . ,𝐾 is a linear superposition of

words given by the columns of Φ(𝑘) and each document 𝑑 is a linear superposition of the dimensions
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𝑘 = 1, . . . ,𝐾 given by the rows of Θ𝑇
(𝑘).

Although LSI is based on the well-understood method of SVD from linear algebra, the methodolog-

ical foundations remain unsatisfactory. The optimization in terms of the 𝐿2-norm corresponds to an

implicit additive-noise assumption [Hof01], which is hard to justify in the application to count data

in the form of the matrix 𝐴. In addition, the issue of order selection, e.g. choosing the number of

dimensions 𝐾 in LSI, is based on heuristics. The most important drawback is that there is no obvious

interpretation of the principal eigenvectors spanning the 𝐾-dimensional LSI latent space.

Probabilistic latent semantic indexing

A natural way to address the problems of LSI is to formulate the problem of finding topical structure

in a collection of texts in terms of a probabilistic generative process. In this framework, one proposes

a model (including a set of parameters) that generates texts with topical structure. In turn, the

problem at hand becomes that of statistical inference, i.e. given some observed data 𝐴, what are the

best parameters in the proposed model. Here one can employ well-established methods from statistics,

e.g. Maximum Likelihood, Bayesian inference, or model selection.

One approach by Hofmann [Hof99], probabilistic latent semantic indexing (PLSI), extends LSI to

such a probabilistic framework. In PLSI we assume the following generative process for a collection of

texts. For each document 𝑑 = 1, . . . , 𝐷 with length 𝑛𝑑 and inside each document for each word-token

𝑖𝑑 = 1, . . . , 𝑛𝑑:

∙ a topic 𝑧 is chosen with probability 𝑃 (𝑧𝑖𝑑 = 𝑧 | 𝑑) = 𝜃𝑧,𝑑,

∙ a word-type 𝑤 is chosen with probability 𝑃 (𝑤𝑖𝑑 = 𝑤 | 𝑧𝑖𝑑 = 𝑧) = 𝜑𝑤,𝑧.

Therefore, for a randomly chosen word-token, the probability that it belongs to document 𝑑 and

word-type 𝑤 is

𝑃 (𝑤, 𝑑) = 𝑃 (𝑑)𝑃 (𝑤 | 𝑑) = 𝑃 (𝑑)
∑︁

𝑧

𝑃 (𝑤 | 𝑧)𝑃 (𝑧 | 𝑑) = 𝑛𝑑

𝑁

∑︁

𝑧

𝜑𝑤,𝑧𝜃𝑧,𝑤. (5.4)

From this we can write down the likelihood to observe an empirical corpus 𝐴 = {𝐴𝑤,𝑑}

𝑃 ({𝐴𝑤,𝑑} | {𝜑𝑤,𝑧}, {𝜃𝑧,𝑑}) =
∏︁

𝑑

∏︁

𝑤

𝑃 (𝑤, 𝑑)𝐴𝑤,𝑑 (5.5)

and infer 𝜑𝑤,𝑧 and 𝜃𝑧,𝑑 by maximizing the likelihood. The inferred parameters 𝜑𝑤,𝑧 (𝜃𝑧,𝑑) can thus be

interpreted as a dimensionality reduction of 𝐴 in terms of a decomposition into normalized conditional

probability distributions, i.e.
∑︀

𝑤 𝜑𝑤,𝑧 = 1 (
∑︀

𝑧 𝜃𝑧,𝑑 = 1), for the contribution of a word-type 𝑤 in a

topic 𝑧 (a topic 𝑧 in a document 𝑑).

The PLSI suffers from two drawbacks. On the one hand, the number of parameters, 𝐾(𝑉 + 𝐷),

grows with the size of the analyzed corpus, therefore this method is prone to overfitting [BNJ03]. On

the other hand, it only fits the parameters to a given corpus, not allowing for predicting the topic

distributions of unseen documents in a predictive setting.
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Latent dirichlet allocation

The above mentioned shortcomings were addressed by Blei et. al. [BNJ03] in a model called Latent

dirichlet allocation (LDA). Essentially, they formulated a Bayesian version of PLSI by assuming a

Dirichlet-prior for the parameters 𝜑𝑤,𝑧 and 𝜃𝑧,𝑑 as

∙ for each topic 𝑧 = 1, . . . ,𝐾: 𝜑𝑤,𝑧 ∼ Dir(𝛽) with hyperparameter 𝛽 of length 𝑉 :

𝑃 (𝜑𝑧 | 𝛽) = 𝑃 (𝜑𝑤1,𝑧, . . . , 𝜑𝑤𝑉 ,𝑧 | 𝛽1, . . . , 𝛽𝑉 ) =
Γ(
∑︀𝑉

𝑤=1 𝛽𝑤)∏︀𝑉
𝑤=1 Γ(𝛽𝑤)

𝑉∏︁

𝑤=1

𝜑𝛽𝑤−1
𝑤,𝑧 , (5.6)

with 𝜑𝑤,𝑧 > 0 for 𝑤 = 1, . . . , 𝑉 and
∑︀

𝑤 𝛽𝑤,𝑧 = 1 .

∙ for each document 𝑑 = 1, . . . , 𝐷: 𝜃𝑧,𝑑 ∼ Dir(𝛼) with hyperparameter 𝛼 of length 𝐾:

𝑃 (𝜃𝑑 | 𝛼) = 𝑃 (𝜃𝑧1,𝑑, . . . , 𝜃𝑧𝐾 ,𝑑 | 𝛼1, . . . , 𝛼𝐾) =
Γ(
∑︀𝐾

𝑧=1 𝛼𝑧)∏︀𝐾
𝑧=1 Γ(𝛼𝑧)

𝐾∏︁

𝑧=1

𝜃𝛼𝑧−1
𝑧,𝑑 , (5.7)

with 𝜃𝑧,𝑑 > 0 for 𝑧 = 1, . . . ,𝐾 and
∑︀

𝑧 𝜃𝑧,𝑑 = 1 .

Thus, in the Bayesian framework of LDA one obtains a probability distribution over all possible values

of the parameters 𝜑 and 𝜃 given the data 𝐴 and the hyperparameters (𝛼, 𝛽)

𝑃 ({𝜑𝑤,𝑧}, {𝜃𝑧,𝑑} | {𝐴𝑤,𝑑},𝛼,𝛽) =
𝑃 ({𝐴𝑤,𝑑} | {𝜑𝑤,𝑧}, {𝜃𝑧,𝑑})𝑃 ({𝜑𝑤,𝑧}, {𝜃𝑧,𝑑} | 𝛼,𝛽)

𝑃 ({𝐴𝑤,𝑑} | 𝛼,𝛽)
, (5.8)

where 𝑃 ({𝐴𝑤,𝑑} | {𝜑𝑤,𝑧}, {𝜃𝑧,𝑑}) is the likelihood from PLSI, Eq. (5.5), 𝑃 ({𝜑𝑤,𝑧}, {𝜃𝑧,𝑑} | 𝛼,𝛽) =∏︀
𝑧 𝑃 (𝜑𝑧 | 𝛽)∏︀𝑑 𝑃 (𝜃𝑑 | 𝛼) is the prior, Eqs. (5.6,5.7), and 𝑃 ({𝐴𝑤,𝑑} | 𝛼,𝛽) =

∫︀
d𝜑
∫︀
d𝜃𝑃 ({𝐴𝑤,𝑑} |

{𝜑𝑤,𝑧}, {𝜃𝑧,𝑑})𝑃 ({𝜑𝑤,𝑧}, {𝜃𝑧,𝑑} | 𝛼,𝛽) is the partition function (evidence). In LDA one finds the best

estimates of 𝜑 and 𝜃 by maximizing the posterior, Eq. (5.8).

This problem is, in general, not analytically solvable due to the large state space and the intractabil-

ity of the partition function. Yet, there exist easy-to-implement approximation schemes based on

Gibbs-sampling [GS04] or Variational Bayes [BNJ03], giving rise to its wide use in numerous applica-

tions [Ble12]. The important role of LDA as the state-of-the-art method in topic modeling is further

emphasized by the more than 11, 000 citations1 to its original paper [BNJ03].

Nevertheless, LDA suffers from the following drawbacks:

1. The Dirichlet-prior is simply chosen for mathematical convenience as it constitutes the conjugate

prior to the multinomial distribution [GCSR03]. There is no a priori justification that this

distribution should be a particularly good match for real data.

2. Due to the hyperparameters, the model is not fully non-parametric, i.e. the particular values

have to be chosen in an arbitrary way or using heuristics [WMM09].

1According to Google scholar as of July 30, 2015.
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3. The number of topics, 𝐾, is a fixed parameter in LDA and, therefore, can not be inferred. This

problem is typically addressed via post-inference cross validation [BNJ03].

5.1.2. Community detection in complex networks

A network, or graph 𝐺, consists of a set of 𝑖 = 1, . . . ,𝑀 nodes, and a collection of 𝐸 edges connecting

two nodes 𝑖 and 𝑗, i.e. {(𝑖1, 𝑗1), (𝑖2, 𝑗2), . . . , (𝑖𝐸 , 𝑗𝐸)}. Networks have been proven to provide a useful

abstraction of many complex systems in nature and society [AB02, New10], in which the nodes

represent the constituents and the edges their mutual interaction, e.g. metabolic networks describing

chemicals produced and consumed by chemical reactions, food webs in ecology describing species and

the respective predator-prey dynamics, or social networks describing friendship between individuals.

These networks can be formally described by the adjacency matrix 𝐴 = {𝐴𝑖,𝑗} with 𝑖, 𝑗 = 1, . . . ,𝑀 ,

where 𝐴𝑖,𝑗 is the number of edges between nodes 𝑖 and 𝑗. In the most simple case of a binary network,

𝐴𝑖,𝑗 = 1 (𝐴𝑖,𝑗 = 0) if there exists (does not exist) a connection between node 𝑖 and 𝑗. Here we

are interested in undirected (edges are symmetric, i.e. they do not have a direction) multigraphs,

i.e. 𝐴𝑖,𝑗 ∈ N (there can be multiple edges between two nodes). In a more general case, edges can

be directed as in the example of the food web or assigned an arbitrary weight, however, we will not

consider these cases in the following.

One of the main problems in the study of complex networks is the detection of large-scale struc-

tures [For10, New11a], i.e. the identification of groups of nodes with a similar connectivity pattern.

The identification of this large-scale structure is motivated by the fact that the groups i) describe the

heterogeneity (i.e. the non-random structure) of the network and ii) may correspond to functional

units or the intuitive notion of a community in a social network of individuals.

The problem of finding communities is intrinsically ill-posed as there exists no formal (agreed upon)

definition of community structure. Often groups are defined in the sense of dense subnetworks, i.e.

so-called assortative structure, in which nodes in the same group are are more connected among

themselves than with the rest of the network, in which case they are called communities. As a result,

there exist many different approaches [For10], where perhaps the method used most is based on the

optimization of a quality function called modularity [NG04]. However, modularity (and most of the

proposed methods) lack a sound statistical foundation such that it is impossible to separate actual

structure from artifacts induced by statistical fluctuations or finite-size effects which constitutes a

severe drawback in the interpretation of the results obtained from the respective algorithms. Note

that, in the case of topic models, see Sec. 5.1.1, the very same problem motivated the probabilistic

formulation of LSI in the form of generative models for texts. In the same spirit, the approach of

stochastic block models proposes a generative probabilistic model for networks with modular structure

such that the detection of communities corresponds to the problem of statistical inference of the

parameters of the respective model.
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Stochastic Block Models

Stochastic block models (SBM) are a class of generative models for networks with modular structure

originally proposed in the social sciences [HLL83]. In its simplest form, each node 𝑖 = 1, . . . ,𝑀 is

assigned to one of 𝐾 groups, denoted by {𝑧𝑖} with 𝑧𝑖 ∈ [1, . . . ,𝐾], and one specifies the probability

for an edge between a node in group 𝑟 and a node in group 𝑠 by 𝑝𝑟,𝑠 with 𝑟, 𝑠 = 1, . . . ,𝐾. This means

that the SBM is parametrized by the set of group assignments {𝑧𝑖} and the 𝐾 ×𝐾-matrix {𝑝𝑟,𝑠} in

which edges between nodes in the same group are indistinguishable and are assumed to be Poisson-

distributed. Given these parameters, one can write down the likelihood for an observed network with

adjacency matrix 𝐴 (given that there are no self-edges) [KN11]:

𝑃 ({𝐴𝑖,𝑗} | {𝑧𝑖}, {𝑝𝑟,𝑠}) =
∏︁

𝑖<𝑗

𝑝
𝐴𝑖,𝑗
𝑧𝑖,𝑧𝑗

𝐴𝑖,𝑗 !
𝑒−𝑝𝑧𝑖,𝑧𝑗 . (5.9)

The problem of finding the large-scale structure is thus mapped to a problem of statistical inference

by means of maximization of the likelihood with respect to the group assignments {𝑧𝑖} and the

probabilities {𝑝𝑟,𝑠}. Even though the observed network was most probably not generated by the

SBM, the inferred parameters constitute the most likely coarse-grained description of the observed

network in terms of the SBM. An assortative community structure would then be revealed by nodes

that are assigned to the same group 𝑠 and probabilities 𝑝𝑠,𝑠 > 𝑝𝑟,𝑠 for 𝑟 ̸= 𝑠. Besides the advantage of

a statistical formulation, SBM are considerably more general than traditional community detection

methods, since they are not restricted to assortative structures, i.e. (communities of dense links).

Although this framework has been applied successfully to many real world networks, e.g. the prediction

of missing or spurious edges in observed networks subject to measurement errors [GSP09], however, in

practice the simple parametrization discussed above requires further modification. For example, many

empirical networks show a scale-free degree distribution [BA99], in which case one has to account for

the large variation in the degree of nodes within the same group by a degree-corrected SBM [KN11].

Hierarchical stochastic block model

One particular variation of the simple SBM described above was formulated by Peixoto [Pei14b, Pei15]

called the hierarchical SBM (hSBM). It extends the SBM in several ways. First, in addition to

incorporating the degree correction [BKN11] it also allows nodes to belong to multiple groups, i.e. it

is an overlapping SBM. Second, it constructs a nested hierarchy of SBM in the following way. Once

we obtain the block structure, {𝑝𝑟,𝑠} of a given network with adjacency matrix {𝐴𝑖,𝑗}, we consider a
new network with adjacency matrix {𝐴′

𝑟,𝑠} in which the nodes 𝑟, 𝑠 = 1, . . . ,𝐾 are the inferred groups

of the SBM (which is smaller than the original number of nodes 𝑖, 𝑗 = 1, . . . ,𝑀) and the edges of

the original network 𝐴 are projected on the new network depending on the group membership of the

nodes 𝑖 = 1, . . . ,𝑀 (thus the number of edges is conserved). We then infer the best block structure

of the new network 𝐴′ recursively, until we obtain a trivial SBM with only one block, see Fig. 5.1

for an illustration. Although this nested hierarchy of SBM require a more elaborate formulation,
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Figure 5.1.: Sketch of the hierarchical stochastic block model. Starting from the observed network
(𝑙 = 0) with 𝑀 nodes and 𝐸 edges one constructs a hierarchy of 𝐿 nested stochastic block models.
The first level (𝑙 = 1) is the SBM of the observed (𝑙 = 0) network with 𝐾0 groups. Each SBM at a
given level 𝑙 can then be considered a new network with 𝐾𝑙−1 nodes and 𝐸 edges for which we can
determine the corresponding SBM with 𝐾𝑙 groups until we end up with a trivial structure 𝐾𝑙 = 1.
In this example, the network at level 𝑙 = 3 contains only 𝐾2 = 2 nodes such that its corresponding
SBM is the trivial network with 𝐾3 = 1 nodes. Figure adapted from [Pei14b].

the hSBM remains tractable and yields several advantages. Not only do we obtain a description at

several levels of resolution, but we can also exploit the hierarchy for a fully non-parametric Bayesian

formulation. Denoting the set of parameters in the hSBM by {𝜃} we do not consider the likelihood of

an observed network, 𝑃 (𝐴 | {𝜃}), but maximize the posterior distribution over the parameters given

the network 𝑃 ({𝜃} | 𝐴) = 𝑃 (𝐴 | {𝜃})𝑃 ({𝜃})/𝑃 (𝐴) by introducing a prior distribution, 𝑃 ({𝜃}), over
the parameters. The latter is obtained in a completely non-parametric way by using the inferred SBM

at an upper level as the prior information at a lower level. In principle, this maximization has to be

done given the number of levels in the hierarchy, 𝐿, and the number of groups in each level of the

hierarchy, 𝐾𝑙 with 𝑙 = 1, . . . ,𝐾. However, we can compare hSBMs with different choices of 𝐿 and

𝐾𝑙 by employing model selection in the form of the minimum description length (MDL) [Gr7] thus

finding the hSBM with the optimal values for 𝐿 and 𝐾𝑙. In summary, the hSBM is an overlapping,

degree-corrected SBM which infers a hierarchy of nested SBMs based on the statistical evidence of

the given data (the network 𝐴) in a completely non-parametric way, i.e. there are no free parameters

to choose beforehand.

5.2. Connecting topic models and community detection

In this section we show how the framework of community detection in complex networks, in particular

SBMs, can be applied to the analysis of the topical structure in texts.



70 5.2 Connecting topic models and community detection

We start by noting that the word-document matrix {𝐴𝑤,𝑑} in topic modeling can be represented

as a bipartite network. In this representation words and documents are nodes, such that we have

𝑀 = 𝐷 + 𝑉 nodes labeled by 𝑖 = 1, . . . , 𝐷,𝐷 + 1, . . . , 𝐷 + 𝑉 where the first 𝐷 nodes correspond

to the documents 𝑑 and the remaining 𝑉 nodes correspond to the words 𝑤. Each occurrence of a

word 𝑤 in document 𝑑 is considered a link between the corresponding nodes from which we obtain

a multigraph (the same word 𝑤 can appear multiple times in the same document 𝑑) with adjacency

matrix 𝐴𝑖,𝑗 . Therefore, the problem of decomposing {𝐴𝑤,𝑑} into the word-topic and topic-document

distributions in topic modeling can be mapped to the problem of finding the block structure in the

corresponding network described by the adjacency matrix {𝐴𝑖,𝑗}, see Fig. 5.2.
In fact, this connection has been stated conceptually [LSW+15], as well as rigorously [KN11].

In the latter case it was shown that PLSI is equivalent to the degree-corrected, overlapping SBM

proposed in [KN11]: the PLSI-model with 𝐾 topics is identical to the SBM with 𝐾 + 𝐷 blocks,

where each document 𝑑 is assumed to belong to its own (non-overlapping) block. While LDA extends

PLSI by introducing Dirichlet priors, the hSBM extends the degree-corrected, overlapping SBM by a

non-parametric prior obtained from the nested hierarchy of SBMs.

Therefore, the hSBM constitutes a much more general formulation of the problem of finding the

topical structure in texts solving many of the intrinsic limitations of LDA:

1. The hSBM avoids the arbitrary choice of Dirichlet priors in LDA. However, even if the empirical

data (the texts at hand) had been generated by a Dirichlet distribution, the nonparametric

nature of the prior in hSBM could adapt to such a situation based on the statistical evidence

available. In contrast, given an arbitrary prior from the hSBM, the LDA is stuck with a Dirichlet

prior. This constitutes a severe limitation as the Dirichlet distribution is unimodal and, there-

fore, already any non-unimodal behaviour could not be well modeled by LDA. Accordingly, the

hSBM provides a much more general and versatile solution to the problem of finding topical

structures in text.

2. In contrast to LDA, where the number of topics as well as the hyperparameters have to be

chosen a priori or optimized by post-inference cross validation, the hSBM does not contain any

free parameters. It, therefore, constitutes a much more consistent formulation in the framework

of statistical inference.

3. The hSBM allows for a separate clustering of the documents and the words, respectively. While

LDA assumes the same number of topics in the (symmetric) decomposition of the word-document

matrix {𝐴𝑤,𝑑} into the word-topic and the topic-word distributions, in hSBM the bipartite na-

ture of the underlying network, words and documents will be assigned to disjoint blocks without

imposing any symmetry. Thus, the blocks of documents can be directly used for clustering

documents. In addition, the hSBM naturally infers the large-scale structure on several levels of

resolution.

In a more general picture, both, topic models and community detection aim at finding large-scale

structures in texts and networks, respectively. Bridging the gap between the two related, but in prac-
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Figure 5.2.: Sketch of how to find large-scale structure in texts via topic models and community
detection. The starting point are the 𝑑1, . . . , 𝑑𝐷 documents (box) containing written texts. In both
cases the texts are treated as bag-of-words, i.e. the order of words within texts is neglected. (Left)
In topic models we construct the word-document matrix 𝐴𝑤,𝑑 containing the counts of each word 𝑤
in each document 𝑑. This matrix is decomposed into two smaller matrices, a word-topic matrix and
a topic-document matrix. (Right) In community detection we construct the bipartite multigraph
in which words and documents are nodes and each occurrence of a word 𝑤 in a document 𝑑 is
a separate edge between two nodes represented as an adjacency matrix 𝐴𝑖,𝑗 . The stochastic block
model provides a coarse-grained description of the adjacency matrix by i) assigning nodes into groups
and ii) specifying the probability of finding an edge between two groups.
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tice, largely independent fields by highlighting their equivalence or similarity offers new possibilities

and promises mutual benefits. On the one hand, community detection in networks has acquired a

deep understanding about the underlying mechanisms of the employed algorithms. In particular, the

problem of finding group structure in networks can be cast into the problem of finding the ground

state of Potts spin glass-type systems, e.g. [HRN12] and references therein. These models have been

well-studied in statistical and condensed matter physics and, therefore, provide a rich set of tools

in the analysis of related computational problems. For example, such systems are known to exhibit

phase transitions implying that even though the observed network contains structure, under certain

conditions an algorithm, in principle, might not be able to infer it [DKMZ11b]. On the other hand,

the problem of finding large-scale structures in texts poses new challenges for the field of community

detection for which topic models provide further insight. These challenges stem from the peculiar

properties exhibited by natural language often not encountered in networks. This includes, for exam-

ple, the Zipfian distribution of word frequencies requiring extended formulations in terms of degree

corrections, or allowing overlapping group structures. Furthermore, approaches in community detec-

tion often assume that the networks at hand are sparse, i.e. the number of edges, 𝐸, scales linearly

with the number of nodes, 𝑀 , as the size of the network is increased. In contrast, word-document

networks do not share this property in general. In Fig. 5.3 we construct the 𝐸(𝑀)-curve for the word-

document network of the English Wikipedia by successively adding all 3, 743, 306 articles (ordered

randomly). It shows that the number of edges scales super-linearly with the number of nodes over a

wide range of values for 𝑀 spanning several orders of magnitude. For small and intermediate network

sizes the number of documents, 𝐷, is small compared to the number of word-types, 𝑉 , i.e. 𝐷 ≪ 𝑉 ,

such that the number of nodes, 𝑀 , is 𝑀 = 𝑉 +𝐷 ≈ 𝑉 . Since the number of edges corresponds to

the number of word-tokens, i.e. 𝐸 = 𝑁 , the super-linear scaling in the 𝐸(𝑀)-curve is just another

representation of the sub-linear growth of the vocabulary with the number of word-tokens, 𝑉 (𝑁)

(Heaps’ law), see Sec. 3.2, which is a direct consequence to the Zipfian word-frequency distribution.

Only for extremely large collections of texts the average number of new word-types added with each

new document is smaller than one. In the limit where 𝐷 & 𝑁 , each newly added document consists

effectively of one new node (the document) and (on average) a constant number of edges (the number

of word-tokens contained in the document) recovering a linear scaling for 𝐸 ∝ 𝑀 . In the example of

Fig. 5.3 this transition can be observed for very large values of 𝑀 , yet even for the complete English

Wikipedia with more than 106 documents the 𝐸(𝑀)-curve does not show a linear scaling.

5.3. Comparing LDA and hSBM

In this section, we compare LDA and hSBM in terms of which model provides a better description

of a collection of texts, 𝐴. While in the previous section we explained qualitatively that hSBM

provides a much more general formulation of the problem of finding topical structure, here, we provide

quantitative evidence that hSBM, in general, gives better results. The Bayesian formulation of each

model ℳ with ℳ ∈ {LDA,hSBM} as a generative probabilistic model with parameters 𝜃ℳ yields a
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Figure 5.3.: Word-document networks are not sparse. The number of edges, 𝐸, as a function of
the number of nodes, 𝑀 , for the word-document network from the English Wikipedia. The network
is grown by adding articles one after another in a randomly chosen order. Shown are the two cases,
where i) only the 𝑉 word-types are counted as nodes (𝑀 = 𝑉 ) and ii) both the word-types and the
documents are counted as nodes (𝑀 = 𝑉 + 𝐷). For comparison we show the linear relationship
𝐸 = 𝑀 (dotted).

full posterior distribution over the parameters 𝑃 (𝜃ℳ | 𝐴) which allows for a comparison within the

well-established framework of model selection.

In Sec. 5.3.1 we describe how to obtain the posterior distributions 𝑃 (𝜃ℳ | 𝐴) numerically given

a collection of texts 𝐴. In Sec. 5.3.2 we discuss the problem of model selection, i.e. how to decide

whether LDA or hSBM constitutes a more suitable model for a given dataset. We then apply this

methodology to artificially generated corpora in Sec. 5.3.3 and to a real corpus consisting of articles

from the English Wikipedia in Sec. 5.3.4.

5.3.1. Implementation

Given the finite collection of texts 𝐴 (either the word-document matrix {𝐴𝑤,𝑑} or the adjacency

matrix {𝐴𝑖,𝑗}) we approximate the posterior distribution 𝑃 (𝜃ℳ | 𝐴) by using Monte Carlo methods.

The approach in these methods is to obtain (a finite number of 𝑠 = 1, . . . , 𝑆) samples 𝜃(𝑠)ℳ drawn from

the posterior distribution 𝑃 (𝜃ℳ | 𝐴) such that we get for the average of any observable 𝑂(𝜃ℳ) in the

limit 𝑆 → ∞:

⟨𝑂⟩𝑆 =
1

𝑆

𝑆∑︁

𝑠=1

𝑂(𝜃
(𝑠)
ℳ)𝑃 (𝜃

(𝑠)
ℳ | 𝐴)

𝑆→∞−→
∫︁

d𝜃ℳ𝑂(𝜃ℳ)𝑃 (𝜃ℳ | 𝐴) = ⟨𝑂⟩. (5.10)

LDA

For LDA we use Mallet [McC02], a standard implementation of LDA with a Gibbs-sampling Monte

Carlo method. In this approach, one assigns to each of the word-tokens one of the finite number of
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𝑧 = 1, . . . ,𝐾 topics such that the space of parameters becomes discrete and the set of parameters

𝜃LDA is described by 𝜃LDA = ({𝑛𝑤,𝑧}, {𝑛𝑧,𝑑}), where 𝑛𝑤,𝑧 is the number of word-tokens of word

𝑤 = 1, . . . , 𝑉 (over all documents 𝑑) that were assigned topic 𝑧 and 𝑛𝑧,𝑑 is the number of word-tokens

in document 𝑑 = 1, . . . , 𝐷 (over all words 𝑤) that were assigned topic 𝑧. When evaluating summations

over all possible topic assignments ({𝑛𝑤,𝑧}, {𝑛𝑧,𝑑}), we shorten our notation as
∑︀

{𝑛𝑤,𝑧}
∑︀

{𝑛𝑧,𝑑} . . . ≡∫︀
d𝜃LDA . . ..

hSBM

For hSBM we use the implementation contained in the package graph-tool [Pei14a]. In this approach,

one assigns to each half-edge (the edge incident on a given node 𝑖 = 1, . . . , 𝐷 + 𝑉 ) one of the finite

number of 𝑧 = 1, . . . ,𝐾 groups such that the space of parameters becomes discrete and the set of

parameters 𝜃hSBM is described by 𝜃hSBM = ({𝑛𝑖,𝑧}, {𝑛𝑧,𝑧′}), where 𝑛𝑖,𝑧 is the number of half-edges

incident on node 𝑖 that are assigned to group 𝑧 and 𝑛𝑧,𝑧′ is the number edges consisting of two half-

edges assigned to 𝑧 and 𝑧′, respectively, i.e. connecting a word group 𝑧 with a document group 𝑧′.

When evaluating summations over all possible group assignments ({𝑛𝑖,𝑧}, {𝑛𝑧,𝑧′}), we shorten our

notation as
∑︀

{𝑛𝑖,𝑧}
∑︀

{𝑛𝑧,𝑧′} . . . ≡
∫︀
d𝜃hSBM . . ..

5.3.2. Statistical model selection

In statistical model selection the aim is to decide which model ℳ, parametrized by parameters 𝜃ℳ,

provides a better description of the data 𝐴. In our case we want to distinguish between LDA and

hSBM, thus we haveℳ ∈ {LDA,hSBM}. Due to the fact that, typically, a model with a larger number

of parameters provides a better fit of the data, one also has to take into account the complexity of each

model (e.g. represented by the number of parameters) in order to avoid the problem of overfitting.

This motivates the use of some principle of parsimony, also known as Occam’s razor, to find the best

“simple” model.

Here, we employ the principle of minimum description length (MDL) which addresses the problem

of model selection in the framework of information theory by looking at the ability of a model to

compress the regularities in the data [Gr7]. For probabilistic models where data and parameter space

is discrete this can be quantified by the description length, Σ, i.e. the total information (in bits)

needed to describe the observed data 𝐴, by

Σ(𝜃ℳ) = − log𝑃 (𝐴 | 𝜃ℳ)− log𝑃 (𝜃ℳ) (5.11)

where the first term corresponds to the information required to describe the data given the set of

parameters of the model and the second term corresponds to the information required to describe the

parameter set of the model itself. Therefore, the parameters that maximize the posterior

𝜃ℳ = argmax
𝜃ℳ

𝑃 (𝜃ℳ | 𝐴). (5.12)
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yield the set of parameters that compress the data the most such that the MDL of the model ℳ,

Σℳ, is given by

Σℳ = min
𝜃ℳ

Σ(𝜃ℳ) = − log𝑃 (𝐴 | 𝜃ℳ)− log𝑃 (𝜃ℳ) (5.13)

We note, that the MDL provides a bias towards LDA. Unlike the hSBM which is fully non-parametric,

LDA requires the a priori specification of the hyperparameters 𝛼 and 𝛽. This description is beyond

the generative process of LDA, thus, this information is not contained in the description length (and

the MDL) of LDA.

In practice, we find 𝜃ℳ by a simple annealing procedure. We first let the respective Monte Carlo

algorithm equilibrate (burn-in period) at a finite inverse temperature. After that, we switch discon-

tinuously to an infinite inverse temperature such that the Monte Carlo algorithm yields successive

samples 𝑠 = 1, . . . , 𝑆 of the parameters 𝜃(𝑠)ℳ with 𝑃 (𝜃
(𝑠+1)
ℳ | 𝐴) ≥ 𝑃 (𝜃

(𝑠)
ℳ | 𝐴). Therefore, in the limit

𝑆 → ∞, 𝜃(𝑆)ℳ provide the parameters where 𝑃 (𝜃ℳ | 𝐴) shows local maxima. Repeating this procedure

with different initial conditions and selecting the best parameters among them provides an estimate

for 𝜃ℳ.

5.3.3. Application: Artificial texts

In this section we consider artificial texts sampled from a given generative process which we then infer

via LDA and hSBM. These toy corpora greatly simplify the problem of inference by the fact that, e.g.

the LDA-hyperparameters, the number of topics, or the degree of structure, is known, and thus avoid

the problems and intricacies encountered in the identification of large-scale structure in real texts.

Texts drawn from LDA

In this example we consider artificial texts sampled from the generative process defined by LDA in

which the LDA-hyperparameters 𝛼 and 𝛽 as well as the number of topics are fixed. Even though such

corpora are highly unrealistic, this problem serves as a consistency check for inference with LDA by

assuming that the assumption of Dirichlet-priors is actually true. Note that in the comparison (model

selection) with hSBM, this particular problem gives an advantage to LDA since (only in this particular

case) the generative process of the corpora and the generative process underlying the inference are

identical. Considering topic models and community detection in the framework of dimensionality

reduction, i.e. to find large-scale structure (see Sec. 5.1), we are interested in the case 𝐾 < 𝑁,𝐷, i.e.

the number of topics is smaller than the number of words and documents. Our findings in Fig. 5.3

show that for small and intermediate (large) collections of real texts we have 𝐷 < 𝑁 (𝐷 > 𝑁).

Therefore, we consider two cases, i.e. i) 𝐾 ≪ 𝑁 ≪ 𝐷 (𝐾 = 10, 𝑁 = 100, 𝐷 = 1000) and ii)

𝐾 ≪ 𝐷 ≪ 𝑁 (𝐾 = 10, 𝐷 = 100, 𝑁 = 1000), keeping the number of word-tokens in each document

(the text length) fixed (𝑛𝑑 = 100). For sake of simplicity we assume flat Dirichlet-priors specified by

scalar LDA-hyperparameters 𝛼 and 𝛽, i.e. 𝛼 = (𝛼1 = 𝛼, . . . , 𝛼𝐾 = 𝛼) and 𝛽 = (𝛽1 = 𝛽, . . . , 𝛽𝑁 = 𝛽),

fixing 𝛽 = 0.1 and varying 𝛼 such that for low (high) values of 𝛼 we get a single topic (all topics with
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equal weight) in a single document.

In Fig. 5.4 we compare the MDL for LDA and hSBM for numerically generated corpora. Even

though the corpora were sampled from and inferred with the (same) generative process of LDA, hSBM

provides a smaller MDL and thus constitutes a better model over a wide range of parameters 𝛼. This

seemingly contradiction can be understood by looking closer at the corpora sampled from LDA: the

word-topic distribution 𝜑𝑤,𝑧 is obtained from 𝐾 samples of the 𝑁 -dimensional Dirichlet distributions

with hyperparameter 𝛽 and the topic-document distribution 𝜃𝑧,𝑑 is obtained from 𝐷 samples of the

𝐾-dimensional Dirichlet distribution with hyperparameter 𝛼. In the cases considered here (which

we argued are the practical cases of interest), 𝐾 ≪ 𝑁 , such that the Dirichlet distribution over the

words is always under-sampled even when looking at arbitrarily large corpora. This means that,

from the data it is impossible to learn that the data is generated from this distribution and there

are possibly other (simpler) ones that describe the observations equally well. The non-parametric

formulation of hSBM yields a better description of the artificial corpora because it does not explicitly

assume Dirichlet-priors. This finding emphasizes the intrinsic problems underlying the assumption of

Dirichlet-priors in LDA as well as the advantage of the non-parametric formulation of hSBM. Even if

we construct artificial texts in which this assumption is valid, LDA does not necessarily offer the best

way in which the structure in these texts can be compressed.

Texts with a planted structure

In this example we consider artificial texts with a planted structure in analogy to the benchmark

graphs used in the comparison of community detection algorithms by Ref. [LFR08]. The aim is to

generate corpora in which we fix the number of topics and control the degree of structure (which we

will call assortativity 𝑐) by varying a single parameter 𝑐 from 𝑐 = 0 (no structure) to 𝑐 = 1 (full
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Figure 5.4.: Model selection for texts drawn from LDA. Inferred values of the Σ for LDA and hSBM
for artificial texts drawn from the generative process of LDA with 𝛽 = 0.1 and varying 𝛼 in the two
regimes 𝐾 ≪ 𝑁 ≪ 𝐷 (left) and 𝐾 ≪ 𝐷 ≪ 𝑁 (right), see main text for details. In the inference
with LDA we fix the number of topics 𝐾LDA = 𝐾 = 10 and use as hyperparameters 𝛼LDA = 𝛼 and
𝛽LDA = 𝛽 = 0.1 the same parameters that were used to generate the corresponding corpus. In the
inference with hSBM we fix the number of groups as 𝐾hSBM = 𝐾 +𝐷 (each document is assigned
to a separate group) in order to allow for a meaningful comparison between the two models, see
Sec. 5.2. The curves (shaded region) show the average (standard deviation) from 10 realizations.
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structure).

In our approach, we specify the size of the topics (in word-tokens) by the distribution 𝑝𝑧 and a

global word frequency distribution 𝐹𝑤 (e.g. Zipf’s law) independent of the topics. The artificial

corpus is then defined by a generative process in which i) each document contains exactly one topic

𝑧𝑑 drawn from 𝑝𝑧, and ii) each word-token in document 𝑑 is drawn from a word-topic distribution

𝜑
(𝑐)
𝑤,𝑧=𝑧𝑑 . Assigning each word-type 𝑤 to a single topic 𝑧𝑤 we assume that 𝜑(𝑐)

𝑤,𝑧 is a superposition of a

structure-term and a noise-term

𝜑(𝑐)
𝑤,𝑧 = 𝑐𝐹 (struct)

𝑤 𝛿𝑧𝑤,𝑤 + (1− 𝑐)𝐹 (noise)
𝑤 . (5.14)

Imposing the global word-frequency distribution, i.e. 𝐹𝑤 ≡∑︀𝑧 𝜑
(𝑐)
𝑤,𝑧, and satisfying the normalization∑︀

𝑤 𝜑
(𝑐)
𝑤,𝑧=𝑧𝑑 = 1, we get

𝜑(𝑐)
𝑤,𝑧 = 𝑐

𝐹𝑤

𝑝𝑧
𝛿𝑧𝑤,𝑤 + (1− 𝑐)𝐹𝑤 (5.15)

with the constraint
∑︀

𝑤:𝑧𝑤=𝑧 𝐹𝑤 = 𝑝𝑧. In Fig. 5.5 we give an example of the dependence of 𝜑(𝑐)
𝑤,𝑧=𝑧𝑑

on the assortativity parameter 𝑐. For an arbitrary 𝐹𝑤 and a word-topic assignments 𝑧𝑤, it is hard to

exactly fulfill the condition
∑︀

𝑤:𝑧𝑤=𝑧 𝐹𝑤 = 𝑝𝑧. In practice, for each word-type 𝑤 we randomly draw

a topic assignment 𝑧𝑤 = 𝑧 from 𝑝𝑧 and by approximating 𝑝𝑧 ≈ 𝑝𝑧 ≡ ∑︀𝑤:𝑧𝑤=𝑧 𝐹𝑤 by the empirically

drawn 𝑧𝑤 fulfills the condition
∑︀

𝑤:𝑧𝑤=𝑧 𝐹𝑤 = 𝑝𝑧 by construction. In the following we restrict ourselves

to the case where each topic is equally probable, i.e. 𝑝𝑧 = 1/𝐾. We consider two different cases, where
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Figure 5.5.: Illustration of the planted structure model. Frequency of word 𝑤 given the topic 𝑧,

𝜑
(𝑐)
𝑤,𝑧 in Eq.(5.15), shown for the values 𝑐 ∈ {0.0, 0.5, 1.0} for the case of 𝐾 = 2 topics, i.e. 𝑧 = 1, 2

and 𝑁 = 2000 word-types, i.e. 𝑤 = 1, 2, . . . , 2000, with equiprobable topic sizes, i.e. 𝑝𝑧 = 1/𝐾, and
a flat word frequency distribution, i.e. 𝐹𝑤 = 1/𝑁 . Darker colors indicate a larger frequency.
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the word-frequency distribution, 𝐹𝑤, is i) flat, i.e. 𝐹𝑤 = 1/𝑉 ; and ii) follows Zipf’s law, i.e. 𝐹𝑟 ∝ 𝑟−𝛾

with 𝛾 = 1.5 by assigning a rank 𝑟 = 𝑟(𝑤) = 1, . . . , 𝑉 to each word 𝑤.

In Fig. 5.6 we compare the MDL of LDA and hSBM for corpora (𝐾 = 10, 𝑁 = 105, 𝐷 = 103,

𝑛𝑑 = 200) with assortatitivity 𝑐 ∈ [0, 1]. We observe in both cases (’flat’ and ’zipf’) that the hSBM

constitutes a much better model for the whole range of parameters 𝑐 as it shows systematically lower

values for the MDL. Looking at the individual values for the MDL as a function of 𝑐 for the flat case

in Fig. 5.6 we observe another striking feature. For large values of 𝑐, the MDL is decreasing with 𝑐

indicating that the we can obtain a better compression (and thus a better inference result) the more

structure there is in the data. However, there exists a finite 𝑐* > 0 such that the MDL is constant for

𝑐 < 𝑐*. This is remarkable insofar as for 0 < 𝑐 < 𝑐* the data is not completely random containing a

finite degree of structure but the inference results obtained from both LDA and hSBM yield the same

description length as in the completely unstructured data (𝑐 = 0). In other words, the most likely

inference result found in this regime is indistinguishable from the random assignment of word-tokens

to groups. Thus we conjecture that at the parameter 𝑐 = 𝑐* a phase transition from an undetectable

to a detectable phase takes place, a behaviour that has recently been explored in simpler versions of

the SBM in Ref. [DKMZ11b]. Note that, in the latter case, the authors prove the existence of such a

phase transition for a belief-propagation algorithm that they show provides the asymptotically correct

inference results in the case of SBM. Our statement is milder in the sense that, here, we provide a

simple example in which both LDA and hSBM exhibit an undetectable phase. That is, even though by

construction the corpus contains a finite degree of structure, the most likely inference result provides

no more information (as measured by the description length) than in a completely random corpus.

Furthermore, comparing the flat and the Zipfian word-frequency distribution in Fig. 5.6, we observe
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Figure 5.6.: Model selection for texts with a planted structure. Inferred values of the Σ for LDA and
hSBM for artificial texts varying the degree of structure, 𝑐, for a flat (left) and Zipfian (right) word
frequency distribution, see main text for details. In the inference with LDA we fix the number of
topics 𝐾LDA = 𝐾 = 10 and use Mallet’s heuristic optimization procedure for the hyperparameters
𝛼 and 𝛽 described in [WMM09]. In the inference with hSBM we fix the number of groups as
𝐾hSBM = 𝐾 +𝐷 (each document is assigned to a separate group) in order to allow for a meaningful
comparison between the two models, see Sec. 5.2. For visual comparison we show the MDL-values
for the case 𝑐 = 0 (dotted lines). The curves (shaded region) show the average (standard deviation)
from 10 realizations.
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that the value of 𝑐* becomes smaller for the Zipfian case, i.e. the region where we are unable to infer

any structure shrinks. This is particularly interesting in view of the ubiquitousness of Zipfian word-

frequency distribution in natural languages, as it makes inference easier compared to word-frequency

distributions that are flat.

5.3.4. Application: Real texts

In this section we consider real texts from the English Wikipedia restricting ourselves to articles that

belong to the category “Scientific Disciplines”. In detail, our corpus consists of 4219 articles taken

from 100 different randomly selected sub-categories.

In Fig. 5.3.4 we compare the MDL for LDA and hSBM. Since in this case the “true” number of

topics is unknown, we vary the number of topics, 𝐾LDA, used in the inference with LDA. We find a

minimum in the MDL for 200 < 𝐾LDA < 2000 indicating the optimal choice for the number of topics

in LDA. For hSBM the optimal number of topics is automatically determined (𝐾hSBM = 276 groups)

yielding a much lower MDL, and thus a better description of the data, than all LDA-models. Note

that the number of topics in LDA and the number of groups in hSBM can not be compared directly.

In LDA, the partition of words and documents into topics is symmetric since the inferred word-topic

and topic-document distributions are based on the same topics. In contrast, hSBM partitions all

nodes (word-types and documents) of the word-document network. Due to the bipartite nature of the

network, words and documents are automatically assigned into different groups such that the total

number of groups consists of groups for words and groups for documents, which are not necessarily

of the same magnitude. Furthermore, we remark that due to computational limitations, we only

considered a non-overlapping version of the hSBM. However, every overlapping hSBM can be mapped
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Figure 5.7.: Model selection for LDA and hSBM in real texts. Inferred values of Σ for i) LDA-
models with different number of topics (blue) and ii) hSBM, where the optimal number of groups is
automatically determined (here 𝐾hSBM = 276) for a subset of articles from the English Wikipedia
contained in the category “Scientific Disciplines” with 𝑉 = 80, 244, 𝐷 = 4, 219, and 𝑁 = 3, 381, 465.
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to an equivalent non-overlapping hSBM [Pei15], where the MDL-principle of model selection provides

an answer as to which model is more suited to describe the data at hand. In fact, it was shown

in [Pei15] that many real networks are better described by a non-overlapping hSBM. Here, our main

point is to illustrate the usefulness of the framework of the stochastic block models and, more generally,

the methods of community detection from complex networks, in describing topicality in texts.

In Fig. 5.8 we show the inferred result of hSBM applied to the word-document network of the En-

glish Wikipedia. It provides a visual intuition to the result obtained from hSBM and emphasizes the

usefulness of the hierarchy in the description of the large-scale structure. At the highest level of the

hierarchy (middle), the nodes of the network are split into two large groups, i.e. words (bottom) and

documents (top), which are then further split into smaller and smaller groups. Therefore, we obtain

a coarse-grained description of the word-document network on several different scales of granularity.

Examining individual groups, we find that the inferred partitioning of words and documents corre-

sponds to our intuition of semantic categories. For example, on the level of documents, one group

can be identified as containing articles about electromagnetism (e.g. “Lennard-Jones potential” or

“Maxwell’s equations”), whereas another contains articles related to the concept of color in computer

graphics (e.g. “Color image” or “Color gradient”). On the level of words, we identify similar groups

of word-types associated to these concepts (e.g. “electromagnetic” and “wave” for electromagnetism

and “image” and “graphics” referring to the concept of computer graphics). Furthermore, we see an

additional type of group containing function words (e.g. “and”, “in”, or “on”) which are not associated

to any specific context. The reason for the appearance of the latter groups is that we employed a

non-overlapping version of the hSBM, such that words (or documents) that would be contained in

several groups in the overlapping hSBM are simply inferred as a separate group.
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Figure 5.8.: Visualization of the inference result of hSBM for texts from the English Wikiepdia.
Word-document network (same data as in Fig. 5.3.4) where i) nodes correspond to word-types
(bottom) and documents (top) and ii) edges correspond to each word-token appearing in a document.
Nodes of the same color belong to the same inferred groups on the lowest level of the hierarchy. The
boxes show examples of assignment of nodes to groups, i.e. 5 random articles (the 5 most common
word-types) in groups of documents (words). Rectangular nodes and arrows show group structure
on different levels of the hierarchy.





6. Variability in time

In this chapter we study the variability of language over time also known as diachronic language

change [WLH68, Cro00]. While in Ch. 3 we showed that natural language exhibits a remarkable

degree of universal structure in terms of the temporal stability of certain macroscopic observables, e.g.

the double power law rank-frequency distribution, languages are constantly subject to transformation

processes. The study of language change concerns many different aspects, e.g. the introduction of

new words, the change in meaning, or the change in pronunciation (sound shifts) [Ait01]. Here, we

focus on the change in the frequency of usage of fixed word forms (i.e. words with a given spelling).

The magnitude of recently available databases, in particular the Google-ngram data, both, in terms

of the size in number of words, but also in terms of the temporal resolution, enables us to trace the

changes in the usage of language quantitatively on historical timescales.

In this we take two different approaches. In Sec. 6.1 we will assess how the vocabulary of a language,

i.e. the ensemble of words as measured by their frequency of usage in a given year in the Google-ngram

corpus, is evolving over time [GA13, GFCA15]. This requires the application of statistical methods in

order to obtain reliable quantitative measures. This becomes especially important when considering

the fat-tailed character of the underlying distribution of word frequencies. In Sec. 6.2 we are interested

in the dynamical behaviour of individual word forms asking how new words (or linguistic innovations

more generally) are spreading through a community of speakers [GGMA14]. In the framework of

statistical physics, the aim is to combine microscopic models describing the process of word usage on

the level of individuals (where the interaction takes place, e.g., on a complex network) with empirical

data usually only available on the macroscopic level, e.g. the fraction of the population that has

adopted a given linguistic innovation.

6.1. Change in the vocabulary of a language

In this section, we quantify the change in the vocabulary of a language on historical timescales.

In Sec. 6.1.1 we investigate the change in the composition of the core vocabulary identified in the

statistical analysis of word frequencies in Ch. 3. In a more general approach in Sec. 6.1.2 we compare

the word-frequency distributions of the Google-ngram database from different years by applying the

framework of the spectrum of divergences, 𝐷̃𝛼, developed in Sec. 4.3.

83
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6.1.1. Decay of the core vocabulary

The analysis of the distribution of word frequencies in Sec. 3.1 in the form of a generalized Zipf’s

law, 𝑓dp(𝑟; 𝛾, 𝑏) in Eq. (3.16), with double scaling has been shown to give a good account for all

databases and all years in the Google-ngram database with the same fixed two parameters 𝑏* = 7, 873

and 𝛾* = 1.77 in the case of English. In Sec. 3.2.2 we provided an interpretation of the transition

between the two scalings in terms of the existence of a core vocabulary of finite and constant size

𝑉 max
𝑐 = 𝑏* = 7, 873.

A natural question is, therefore, what actually changes in historical time scales? Considering two

different databases (say two different years), our description does not consider any differences in the

actual composition of the database. Even if the value of 𝑉 max
𝑐 remains constant this does not mean

that the same words are observed for all years. From the point of view of our generative model in

Sec. 3.2.2, the main change a word can experience is to enter or to leave the group of core words. For

instance, comparing the decades 1891−1900 and 1991−2000, the most frequent words which left the

core vocabulary were majesty, doubtless, furnished, monsieur, napoleon, and hitherto, while the ones

which entered were cultural, context, technology, programs, environmental, and computer 1.

In order to quantify this effect, we investigate the replacement of words from the core vocabulary in

the yearly databases 𝑦(𝑡) in the time 𝑡 ∈ [1805, 2000] in Fig. 6.1. We calculate the fraction 𝐹 (𝑡,Δ𝑡) of

core words (i.e. with rank 𝑟 < 𝑏* = 7873, fixed for all 𝑡) from 𝑦(𝑡) that remain in the set of core words

in 𝑦(𝑡 + Δ𝑡). Figure 6.1(a) shows that all curves can be qualitatively described by an exponential

1These examples are the 6 most frequent words which belonged to the core vocabulary (i.e., 𝑟 < 𝑏* = 7873) in every
single year in one decade and in none of the years in the other decade (ordered by the average frequency in the decade
which they belonged to the core vocabulary)
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Figure 6.1.: Historical change in the composition of core words in the English vocabulary. a)
fraction 𝐹 (𝑡,Δ𝑡) of core words in 𝑦(𝑡) that remain among this set in 𝑦(𝑡 +Δ𝑡) for 𝑡 ∈ [1805, 2000]
(pale colors) and in particular for 𝑡 = 1905 (black dots) with the corresponding exponential fit (red
line). b+c) Parameters 𝐹0 and 𝜅 in the exponential decay Eq. (6.1) of the curves in a) obtained
through least-square fits. Forward (backward) decay refers to Δ𝑡 > 0 (Δ𝑡 < 0).



6.1.2 Measuring language change by 𝐷̃𝛼 85

decay

𝐹 (𝑡,Δ𝑡) = 𝐹0𝑒
−𝜅|Δ𝑡|, (6.1)

independent of whether forward (Δ𝑡 > 0) or backward time (Δ𝑡 < 0) was considered. This is further

supported in Fig. 6.1(b-c), where the parameters 𝐹0 and 𝜅 obtained numerically from a least-square

fit [HTF09] of Eq. (6.1) for all curves 𝐹 (𝑡,Δ𝑡) with 𝑡 ∈ [1805, 2000] are presented. In order to avoid

biases due to different number of points in the fit, for each 𝑡 we performed a fit with the same number

of points min{2000− 𝑡, 𝑡− 1805} forwards and backwards in time. On closer inspection, two features

connected to the interpretation of the parameters 𝐹0 and 𝜅 deserve a more careful discussion. The

parameter 𝐹0 < 1 represents the discontinuous change of core words in two subsequent years. It

strongly depends on the different selection of books in the construction of the respective databases

and can be attributed to the finite size of the database, which leads to a wrong estimation of the

“true” core words. Consistently with this interpretation, Fig. 6.1(b) shows that 𝐹0 grows over time,

due to the fact that database size increases leading to a better sampling of words. Nevertheless, a

value of 𝐹0 ≈ 0.98 indicates that this is still far from being negligible (e.g., for 𝑉 max
𝑐 = 7, 873 this

means that around 150 words of the set of core words will be different due to finite sampling). In

contrast, the decay rate 𝜅 describes the continuous replacement of core words over time with a rate

of 𝜅𝑉 max
𝑐 ≈ 30 words per year. The most intriguing observation in Fig. 6.1(c) is that this change

experiences an acceleration over time as 𝜅 grows by more than 50% from 1805 to 2000.

Finally, it is worth to compare these numbers with other recent studies on historical changes in lan-

guage usage which reported half-lives for: i) the regularization of verbs (750 to 10 000 years) [LMJ+07],

and ii) a fundamental vocabulary of 200 words (300 to 38 000 years) [PAM07]. The most intriguing

observation in Fig. 6.1(c) is the approximately linear increase of the decay rate over time as 𝜅 grows

by more than 50% from 1805 to 2000. This could be interpreted as a confirmation of the overall

acceleration of language change and society in general, as propagated in Ref. [MSA+11].

6.1.2. Measuring language change by 𝐷̃𝛼

In this section, we apply the framework of the spectrum of divergences (see Sec. 4.3) in the quantifi-

cation of language change. We calculate the normalized spectrum 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡2), Eq. (4.33), between

pairs of word-frequency distributions of the Google-ngram database from different years 𝑡1 ̸= 𝑡2. In

this approach, we are not only interested in following the temporal behaviour by comparing two or

more divergences for fixed 𝛼, e.g. 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡2) and 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡3) with 𝑡1 ̸= 𝑡3, but also how different

choices of 𝛼 yield different results for a fixed pair of years (𝑡1, 𝑡2) by comparing, e.g. 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡2) and

𝐷̃𝛼′(𝑝𝑡1 ,𝑝𝑡2) with 𝛼 ̸= 𝛼′. As argued in Appendix D, 𝐷̃𝛼(𝑝, 𝑞) is meaningful even if the sequences

used to estimate 𝑝 and 𝑞 have different sizes 𝑁𝑝 ̸= 𝑁𝑞. We summarize our results in Fig. 6.2, from

which different conclusions can be drawn:
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Figure 6.2.: Measuring change in the usage of language on historical time scales. (a) 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡2) as
a function of 𝛼 for pairs of word frequency distributions of the Google-ngram database obtained from
the yearly corpora 𝑡1 and 𝑡2 with (𝑡1, 𝑡2) ∈ {(1850, 1900), (1900, 1950), (1850, 1950)} (solid lines). The
dotted lines with the same colors show the results of a null model in which samples of the same size of
the ones in 𝑡1 and 𝑡2 are randomly drawn from the same distribution (obtained combining the corpora
in 𝑡1 and 𝑡2). The vertical lines show the three regimes 𝛼 < 1/𝛾, 1/𝛾 < 𝛼 < 1+1/𝛾, and 𝛼 > 1+1/𝛾 in
the convergence of 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡2) with 𝑁 (see Sec. 4.3.2), obtained using 𝛾 = 1.77 (see Sec. 3.1). Inset:
ratio 𝐷̃𝛼(𝑝𝑡12 ,𝑝𝑡12)/𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡2). (b) Average divergence as a function of Δ𝑡 ≡ |𝑡2 − 𝑡1|, calculated
as 𝐷̃𝛼(Δ𝑡) = 1

𝑁Δ𝑡

∑︀2000−Δ𝑡
𝑡1=1805 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡1+Δ𝑡) for four different 𝛼 (solid lines). Shaded areas represent

the standard deviation associated to the average 𝐷̃𝛼(Δ𝑡). Inset: 𝐷̃𝛼(Δ𝑡)/𝐷̃𝛼(Δ𝑡 = 1).

Temporal change

The change of English from 1850 to 1950 was larger than the change form 1850 to 1900 and from

1900 to 1950, as seen from the fact that the curve of 𝐷̃𝛼(𝑝1850,𝑝1950) in Fig. 6.2(a) lies above the

two other curves for all 𝛼. This intuitive result (evolutionary dynamics show no recurrences) confirms

that the divergence spectrum 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡2) leads to a meaningful quantification of language change.

The average dependency of 𝐷̃𝛼(𝑝1850,𝑝1950) on Δ𝑡 = |𝑡2 − 𝑡1|, shown in Fig. 6.2(b), can be thus used

as a quantification of the speed of language change.

Dependence on 𝛼

All observed divergences 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡2) decay with 𝛼 [e.g., the three curves in Fig. 6.2(a)]. As discussed

in Sec. 4.3.2, this shows that for words with a high (low) frequency the distributions are more (less)

similar and thus the change is slower (faster). This result is consistent with reports that frequent

words tend to be more stable on historical time scales [PAM07, LMJ+07]. This dependence on 𝛼 is

essential when comparing the change 1850 ↦→ 1900 to the change 1900 ↦→ 1950 [Fig. 6.2(a)]. While

the earlier change was smaller if counted on a token basis, 𝐷̃𝛼=1(𝑝1850,𝑝1900) < 𝐷̃𝛼=1(𝑝1900,𝑝1950), it

becomes larger if one focuses on the more frequent words [𝐷̃𝛼=2(𝑝1850,𝑝1900) > 𝐷̃𝛼=2(𝑝1900,𝑝1950)].

Role of finite-size scalings

Our finding in Sec. 4.3 that the scaling of the bias and fluctuations in 𝐷̃𝛼 with sample size𝑁 depend on

𝛼 allows for a deeper understanding of the 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡2) measurements discussed above. The expected
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𝐷̃𝛼’s for random sampling of the same distribution [null model shown as dashed line in Fig. 6.2(a)]

are of the same order as the empirical distance for small 𝛼 (i.e. 𝐷̃𝛼(𝑝𝑡12 ,𝑝𝑡12) ≈ 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡2)) and it is

only for 𝛼 > 1 that the null model divergence becomes negligible compared to the empirical divergence

(i.e. 𝐷̃𝛼(𝑝𝑡12 ,𝑝𝑡12) ≪ 𝐷̃𝛼(𝑝𝑡1 ,𝑝𝑡2)). This implies that even though the size of the individual corpora

is of the order of 𝑁 ≈ 109 word-tokens, the empirically measured 𝐷̃𝛼 is still strongly influenced by

finite-size effects over a wide range of values for 𝛼, in agreement with our analysis in Sec. 4.3.2. It also

emphasizes that 𝐷̃𝛼=2 offers a pragmatic choice in reducing such finite-size effects when the exponent

in the power-law distribution is not known. This conclusion is further corroborated in the analysis of

the dependence of 𝐷̃𝛼 with Δ𝑡 [Fig. 6.2(b)]. For small 𝛼, 𝐷̃𝛼 does not converge to zero for Δ𝑡 → 0,

but instead it seems to saturate, i.e. 𝐷̃𝛼(Δ𝑡 → 0) ≈ 𝐷̃𝛼(Δ𝑡 = 1) = 𝜖𝛼 > 0. The value 𝜖𝛼 is of the

same order of magnitude of the expected bias [e.g., shown as dashed line in Fig. 6.2(a)] and, for small

𝛼, still of the same order of magnitude of the distance 𝐷̃𝛼(Δ𝑡 = 100) between two corpora separated

by 100 years. For small 𝛼 and Δ𝑡, it is thus difficult to distinguish between finite-size effects (𝜖𝛼) and

actual language change. Results for 𝛼 = 2 show the largest relative variation with Δ𝑡 [see Inset of

Fig. 6.2(b)] and are therefore more suited to discriminate and quantify language change over time.

6.2. Innovation of new words

In this section we focus on the temporal change in the frequency of usage of individual words in

particular the innovation and spreading of new words.

It is well accepted that adoption of innovations are described by S-curves which often amounts to the

qualitative observation that the change starts slowly, accelerates, and ends slowly. Linguists generally

accept that “the progress of language change through a community follows a lawful course, an S-curve

from minority to majority to totality.” [WLH68], see Ref. [BC12] for a recent survey of examples in

different linguistic domains. Quantitative analysis are rare and extremely limited by the quality of

the linguistic data, which in the best cases have “up to a dozen points for a single change” [BC12].

Going beyond qualitative observation is essential to address questions like:

(i) Are all changes following S-curves?

(ii) Are all S-curves the same (e.g., universal after proper re-scaling)?

(iii) How much information on the process of change can be extracted from S-curves?

(iv) Based on S-curves, can we identify signatures of endogenous and exogenous factors responsible

for the change?

Large records of written text available for investigation provide a new opportunity to quantitatively

study these questions in language change [MSA+11, LMA+12]. In Fig. 6.3 we show the adoption

curves of three linguistic innovations for which words competing for the same meaning can be identi-

fied. Our methodology is not restricted to such simple examples of vocabulary replacement and can be

applied to other examples of language change and S-curves more generally. Here we restrict ourselves
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Figure 6.3.: Examples of linguistic changes showing different adoption curves. We estimate the
fraction of adopters 𝜌(𝑡) by the relative frequency as 𝜌(𝑡) =

∑︀
𝑤 𝑛𝑤

1 /
∑︀

𝑤

∑︀
𝑞 𝑛

𝑤
𝑞 , where 𝑛𝑤

𝑞 is the
total number of occurrences (tokens) of variant 𝑞 for the word 𝑤 at year 𝑡. (a) The orthography
of German words that changed to “ss” (𝑞 = 1) from “ß” (𝑞 = 2) in the orthographic reform of 1996
(many words changed from “ss” to “ß” in the 1901 reform). (b) The transliteration of Russian names
ending with the letter “в” when written in English (Latin alphabet), changed to an ending in “v”
(𝑞 = 1) from endings in “ff” (𝑞 = 2) or “w” (𝑞 = 3) (e.g., 𝑤 = “Саратов” is nowadays almost
unanimously written as “Saratov”, but it used to be written also as “Saratoff” or “Saratow”). (c)
The past form of the verb spill changed to its regular form “spilled” (𝑞 = 1) from the irregular form
“spilt” (𝑞 = 2). The light curve shows the fit of Eq. (6.3). The estimated parameters 𝑎 and 𝑏 are

(a) 𝑎̂ = 0.218, 𝑏̂ = 0.000 in 1901, and 𝑎̂ = 0.229, 𝑏̂ = 0.000 in 1996; (b) 𝑎̂ = 0.000, 𝑏̂ = 0.099; and (c)

𝑎̂ = 0.001, 𝑏̂ = 0.030. The corpus is the Google-ngram plotted in the minimum (yearly) resolution,
see Appendix A.4 for details on the data and Sec. 6.2.2 for details on the fit.

to data of aggregated (macroscopic) S-curves because only very rarely one has access to detailed data

at the individual (microscopic) level, see, e.g., Ref. [MZL12] for an exception.

Data alone is not enough to address the questions listed above, it is also essential to consider

mechanistic models responsible for the change [Niy06, BBCM06, KGW08, BC12, PSD14]. Dynam-

ical processes in language can also be described from the more general perspectives of evolutionary

processes [BC12, Niy06, BR85] and complex systems [CFL09, BLT12, SCMF10]. In this framework,

the adoption of new words can be seen as the adoption of innovations [Rog03, VA12, Bas69, Bas04,

BCAKCC06, PSD14]. One of the most general and popular models of innovation adoption showing

S-curves is the Bass model [Bas69, Bas04]. In its simplest case, it considers a homogeneous population

and prescribes that the fraction of adopters (𝜌) increases because those that have not adopted yet

(1 − 𝜌) meet adopters (at a rate 𝑏) and are subject to an external force (at a rate 𝑎). The adoption

is thus described by

𝑑𝜌(𝑡)

𝑑𝑡
= (𝑎+ 𝑏𝜌(𝑡))(1− 𝜌(𝑡)). (6.2)

The solution (considering 𝜌(𝑡0) = 𝜌0 and 𝜌(∞) = 1) is

𝜌(𝑡) =
𝑎(1− 𝜌0)− (𝑎+ 𝑏𝜌0)𝑒

(𝑎+𝑏)(𝑡−𝑡0)

−𝑏(1− 𝜌0)− (𝑎+ 𝑏𝜌0)𝑒(𝑎+𝑏)(𝑡−𝑡0)
. (6.3)
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It contains as limiting cases a symmetric S-curve (for 𝑎 = 0) and an exponential relaxation (for

𝑏 = 0). The fitting of Eq. (6.3) to the data in Fig. 6.3 leads to very different 𝑎 and 𝑏 in the three

different examples, strongly suggesting that the S-curves are not universal and contain information

on the adoption process. For instance, orthographic reforms are known to be exogenously driven (by

language academies) in agreement with 𝑏 = 0 obtained from the fit in panel (a).

In this section we investigate the shape and significance of S-curves in models of adoption of inno-

vations and in data of language change. In particular, we estimate the contribution of endogenous

and exogenous factors in S-curves, a popular question which has been addressed in complex systems

more generally [SDGA04, CS08, AB04, MAAJ13]. The different values of 𝑎 and 𝑏 in Eq. (6.2) are

an insufficient quantification, e.g., because they fail to indicate which factor is stronger. In Sec. 6.2.1

we introduce a definition for the relevance of different factors in a change based on the microscopic

dynamics. We then show in Sec. 6.2.2 how this quantity can be exactly computed in different models

and propose three different methods to estimate it from the time series of 𝜌(𝑡). Finally, we compare

the accuracy and robustness of the methods using simulations of different network models in Sec. 6.2.3

and apply the methods to linguistic changes in Sec. 6.2.4.

6.2.1. Theoretical framework

Consider that 𝑖 = 1, . . . , 𝑁 → ∞ identical agents (assumption 1) adopt an innovation. The central

quantity of interest for us here is 𝜌(𝑡) = 𝑁(𝑡)/𝑁 , the fraction of adopters at time 𝑡. We assume

that 𝜌(𝑡) is monotonically increasing from 𝜌0 ≡ 𝜌(0) ≈ 0 to 𝜌(∞) = 1 and agents after adopting the

innovation do not change back to non-adopted status (assumption 2).

Endogenous and Exogenous Factors

In theories of language and cultural change, the importance of different factors is a topic of major

relevance, e.g., Labov’s internal and external factors [WLH68] and Boyd and Richerson’s different

types of biases in cultural transmission [BR85]. The first question we address is how to measure the

contribution of different factors to the change. To the best of our knowledge, no general answer to this

question has been proposed and computed in adoption models. As a representative case, we divide

factors as endogenous and exogenous to the population. Mass media and decisions from language

academies count as exogenous factors while grassroots spreading as an endogenous factor. In our

simplified classification, Labov’s internal (external) factors (to properties of the language [WLH68])

are counted by us as exogenous (endogenous), while Boyd and Richerson’s [BR85] direct bias count

as exogenous whereas the indirect bias and frequency-dependent bias count as endogenous.

Our proposal is to quantify the importance of a factor 𝑗 as the number of agents that adopted the

innovation because of 𝑗. More formally, let 𝑔𝑖(𝑡) be the adoption probability at time 𝑡 for agent 𝑖

(who is in the non-adopted status). We assume that 𝑔𝑖 can be decomposed in contributions of the

different factors 𝑗 as 𝑔𝑖(𝑡) =
∑︀

𝑗 𝑔
𝑗
𝑖 (𝑡), where 𝑔𝑗𝑖 (𝑡) is the adoption probability of agent 𝑖 at time 𝑡

because of factor 𝑗. If 𝑡*𝑖 denotes the time agent 𝑖 adopts the innovation, 𝑔𝑗𝑖 (𝑡
*
𝑖 )/𝑔𝑖(𝑡

*
𝑖 ) quantifies the

contribution of factor 𝑗 to the adoption of agent 𝑖 (the adoption does not explicitly depends on 𝑡 < 𝑡*
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and therefore values of 𝑔𝑗𝑖 (𝑡) for 𝑡 < 𝑡* are only relevant in the extent that they influence 𝑔𝑗𝑖 (𝑡 = 𝑡*)).

In principle, the factor 𝑔𝑗𝑖 (𝑡
*
𝑖 )/𝑔𝑖(𝑡

*
𝑖 ) can be obtained empirically by asking recent adopters for their

reasons for changing, e.g., for j=exogenous (endogenous) one could ask: How much advertisement

(peer pressure) affected your decision?. We define the normalized quantification of the change in the

whole population due to factor 𝑗 as an average over all agents

𝐺𝑗 =
1

𝑁

𝑁∑︁

𝑖=1

𝑔𝑗𝑖 (𝑡
*
𝑖 )

𝑔𝑖(𝑡*𝑖 )
. (6.4)

In order to show the significance of definition, Eq. (6.4), and how it can be applied in practice,

we discuss how 𝑔𝑗𝑖 and 𝐺𝑗 can be considered in different models. Endogenous (endo) factors happen

due to the interaction of an agent with other agents (internal to the population). They are therefore

expected to become more relevant as the adoption progress (for increasing 𝜌). Exogenous factors

(exo), on the other hand, are related to a source of information (external to the population) which

has no dependence on 𝜌 or time (assumption 3), see Fig. 6.4 for an illustration of the distinction

between exogenous and endogenous spreading.

For simplicity, we report 𝐺 ≡ 𝐺exo (since 𝐺endo = 1−𝐺exo).

Population dynamics models

Consider as a more general form of Eq. (6.2)

𝜌̇(𝑡) ≡ 𝑑𝜌(𝑡)

𝑑𝑡
= 𝑔(𝜌(𝑡))(1− 𝜌(𝑡)), (6.5)

exogenous endogenous

Figure 6.4.: Illustration of the distinction between exogenous and endogenous factors. Agents
(nodes) are connected (links) in a given network. Starting from an agent that has adopted the
innovation (red full circle) at a given time, in the next time step two non-adopters (blue full circle)
become adopters (dotted red circle). (Left) The influence of exogenous factors (red arrows) does
not depend on individual adopters, thus any node in the network can become infected with a given
probability independent of the existing links. (Right) Endogenous factors (red arrows) are associated
to spreading via links in the network, therefore, only nearest neighbours of the initially infected node
can become infected in the next time step.
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where 𝑔(𝜌(𝑡)) is the probability that the population of non-adopters (1 − 𝜌(𝑡)) switches from non-

adopted status (0) to adopted status (1) at a given density of 𝜌. In epidemiology 𝑔(𝜌) is known as force

of infection [HAF+10]. Since agents are identical (assumption 1) and 𝜌(𝑡) is invertible (assumption

2), we can associate 𝑔𝑗𝑖 (𝑡
*
𝑖 ) with 𝑔𝑗(𝜌) and 𝑔𝑖(𝑡

*
𝑖 ) with 𝑔(𝜌). Introducing 𝑔(𝜌(𝑡)) from Eq. (6.5) in the

continuous time extension of definition (6.4) we obtain:

𝐺𝑗 ≡
∫︁ 1

0

𝑔𝑗(𝜌)

𝑔(𝜌)
𝑑𝜌 =

∫︁ 1

0
𝑔𝑗(𝜌)

1− 𝜌

𝜌̇
𝑑𝜌 =

∫︁ ∞

0

𝑔𝑗(𝑡)

𝑔(𝑡)
𝜌̇(𝑡)𝑑𝑡. (6.6)

This equation shows that the strength of factor 𝑗 is obtained by averaging its normalized strength

𝑔𝑗(𝜌)/𝑔(𝜌) over the whole population or, equivalently, over time (considering the rate of adoption

𝜌̇(𝑡)).

When only exogenous and endogenous factors are taken into consideration, 𝑔(𝜌) = 𝑔exo + 𝑔endo in

Eq. (6.5). Here, assumption 3 mentioned above corresponds to consider that the adoption happens

much faster than the changes in the exogenous factors so that it can be considered independent of

time. Therefore 𝑔exo = 𝑔(𝜌 = 0). Any change of 𝑔 with 𝜌 is an endogenous factor and 𝑔endo(𝜌)

increases with 𝜌 because the pressure for adoption increases with the number of adopters.

For the case of the Bass model defined in Eq. (6.2), 𝑔(𝜌) = 𝑎 + 𝑏𝜌, 𝑔endo = 𝑎, 𝑔exo = 𝑏𝜌 and from

Eq. (6.6) we obtain

𝐺 ≡ 𝐺exo =
𝑎

𝑏
log𝑒(

𝑎+ 𝑏

𝑎
). (6.7)

The correspondence of 𝑎 and 𝑏𝜌 to exogenous (innovators) and endogenous (imitators) is a basic

ingredient of the Bass model [Bas69].2 However, it is only through Eq. (6.7) that the importance of

these factors to the change can be properly quantified. For instance, the case 𝑎 = 𝑏 suggests equal

contribution of the factors, but Eq. (6.7) leads to 𝐺 = log𝑒 2 ≈ 0.69 > 0.5 and therefore shows that

the exogenous factors dominate (are responsible for a larger number of adoptions than the endogenous

factors). This new insight on the interpretation of the classical Bass model illustrates the significance

of Eq. (6.4) and our general approach to quantify the contribution of factors.

Binary state models on networks

Another well-studied class of models inside our framework considers agents characterized by a binary

variable 𝑠 = {0, 1} connected to each other through a network. We focus on models with a monotone

dynamics (assumption 2), such as the Bass, Voter, and Susceptible Infected models, which are defined

by the probability 𝐹𝑘,𝑚 of switching from 0 to 1 given that the agent has 𝑘 neighbours and 𝑚

neighbours in state 1 [New10]. We use the framework of approximate master equations (AME)

[Gle11, Gle13], which describes the stochastic binary dynamics in a random network with a given

degree distribution 𝑃𝑘 leading to the following system of ordinary differential equations for the fraction

2In our simple model, all agents are identical. The first adopters (innovators) are determined stochastically by the
exogenous factor 𝑎, while agents adopting at the end of the S-curve (imitators) are more susceptible to the endogenous
factor 𝑏𝜌.
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of susceptible {𝑘,𝑚}-nodes, 𝑠𝑘,𝑚:

d

d𝑡
𝑠𝑘,𝑚 = −𝐹𝑘,𝑚𝑠𝑘,𝑚 − 𝐶 (𝑘 −𝑚) 𝑠𝑘,𝑚 + 𝐶 (𝑘 −𝑚+ 1) 𝑠𝑘,𝑚−1, (6.8)

where 𝑚 = 0, . . . , 𝑘 for each degree-class 𝑘 : 𝑃𝑘 ̸= 0, 𝐶 = ⟨(𝑘 −𝑚)𝐹𝑘,𝑚𝑠𝑘,𝑚⟩/⟨(𝑘 −𝑚) 𝑠𝑘,𝑚⟩, and
⟨· ⟩ =

∑︀
𝑘 𝑃𝑘

∑︀𝑘
𝑚=0. From 𝑠𝑘,𝑚(𝑡) we can calculate the timeseries for the total fraction of infected

nodes, 𝜌(𝑡), according to:

𝜌(𝑡) = 1−
∑︁

𝑘

𝑃𝑘

𝑘∑︁

𝑚=0

𝑠𝑘,𝑚. (6.9)

Assuming that at time 𝑡0 a randomly chosen fraction of nodes, 𝜌(𝑡0) = 𝜌0, is infected, we get as initial

conditions for 𝑠𝑘,𝑚 [Gle11]:

𝑠𝑘,𝑚(𝑡0) =

(︂
𝑘

𝑚

)︂
𝜌𝑚0 (1− 𝜌0)

𝑘−𝑚 (1− 𝜌0) . (6.10)

In the Bass-model the probability of becoming infected is proportional to the number of neighbors

that are already infected:

𝐹𝑘,𝑚 = 𝑎+ 𝑏
𝑚

𝑘
, (6.11)

The one dimensional population dynamics model in Eq. (6.5) can be retrieved for simple networks

(e.g., fully connected or fixed degree).

In a threshold-model a node becomes infected with probability 1 if the fraction of infected neighbors

exceeds a certain threshold:

𝐹𝑘,𝑚 =

⎧
⎨
⎩
𝑎, 𝑚/𝑘 > 1− 𝑏

1, 𝑚/𝑘 ≤ 1− 𝑏
, (6.12)

The formulation of the spreading dynamics in the framework of AME allows us to calculate exactly

the ’ground truth’ of the exogenous and endogenous contributions for any given 𝐹𝑘,𝑚. Following the

approach above, we can now calculate exactly the individual contributions:

𝐺𝑗 =
1

𝑁

𝑁∑︁

𝑖=1

𝑔𝑗 (𝑡*𝑖 )
𝑔 (𝑡*𝑖 )

,

=
1

𝑁

∑︁

𝑘

∑︁

𝑖∈{𝑘}

𝑔𝑗 (𝑡*𝑖 ,𝑚
*
𝑖 , 𝑘)

𝑔 (𝑡*𝑖 ,𝑚
*
𝑖 , 𝑘)

,

=
∑︁

𝑘

𝑃𝑘

𝑘∑︁

𝑚=0

∫︁ ∞

0

𝑔𝑗 (𝑡,𝑚, 𝑘)

𝑔 (𝑡,𝑚, 𝑘)
Δ𝑘,𝑚 (𝑡) d𝑡, (6.13)

where Δ𝑘,𝑚(𝑡) = 𝐹𝑘,𝑚𝑠𝑘,𝑚 is the actual fraction of {𝑘,𝑚}-nodes that changed from susceptible to
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infected at time 𝑡. Noting that the total rate of change is given by 𝑔(𝑘,𝑚) = 𝐹𝑘,𝑚, it follows that

𝐺𝑗 =
∑︁

𝑘

𝑃𝑘

𝑘∑︁

𝑚=0

∫︁ ∞

0
𝑔𝑗 (𝑡,𝑚, 𝑘) 𝑠𝑘,𝑚 (𝑡) d𝑡, (6.14)

Assuming that the exogenous contribution is given by transitions that occur when no neighbor is

infected, i.e. 𝑔exo (𝑘,𝑚) = 𝐹𝑘,0, the exogenous contribution yields:

𝐺 ≡ 𝐺exo =
∑︁

𝑘

𝑃𝑘

𝑘∑︁

𝑚=0

∫︁ ∞

0
𝐹𝑘,0𝑠𝑘,𝑚d𝑡, (6.15)

6.2.2. Time series estimators

In reality one usually has no access to information on individual agents and only the aggregated curve

𝜌(𝑡) is available. This means that 𝐺 can not be estimated by Eqs. (6.4) or (6.15). Here we propose

and critically discuss the accuracy and robustness of three different methods to estimate 𝐺 from the

S-curve 𝜌(𝑡) obtained from either empirical or surrogate data. All methods are inspired by the simple

population model discussed above, but can be expected to hold also in more general cases.

We want to restrict ourselves to the analysis of the timeseries of the total fraction of adopters of

the innovation, 𝜌(𝑡), with 𝜌 ∈ [0, 1] given a set of 𝑁 observations 𝐷 = {𝑡𝑖, 𝜌𝑖 𝜎𝑖} with 𝑖 = 1...𝑁 , where

𝑡𝑖 is the time, 𝜌𝑖 the relative usage of one variant over the other, and 𝜎𝑖 the error associated to 𝜌𝑖 (for

details on the real data see Appendix A.4). Our starting point for all three methods is the assumption

that the dynamics of the total fraction of adopters, 𝜌(𝑡), can be effectively described by a generalized

population-dynamics model:

d

d𝑡
𝜌(𝑡) = [1− 𝜌 (𝑡)] 𝑔 (𝜌 (𝑡)) , (6.16)

which means that the rate of change of 𝜌 is determined by an arbitrary function 𝑔(𝜌) only affecting the

fraction of susceptibles, 1− 𝜌. Further, we want to account for the fact that the fraction of adopters

is bounded by the two asymptotic values 𝑦0 and 𝑦1 such that 𝜌(𝑡 → −∞) = 𝑦0 and 𝜌(𝑡 → ∞) = 𝑦1,

which gives for the dynamics

d

d𝑡
𝜌(𝑡) =

⎧
⎨
⎩
[𝑦1 − 𝜌] 𝑔 (𝜌) , 𝜌 ∈ [𝑦0, 𝑦1]

0, else
, (6.17)

with an additional parameter 𝑡0 setting a characteristic timescale, such that 𝜌(𝑡0) = 1
2(𝑦0+𝑦1), which

is equivalent to specifying the initial condition. Assuming a parametrization of 𝑔(𝜌 | 𝜃) by the set of

parameters 𝜃 we calculate the Least-Squared-Error, Δ(𝑡0, 𝑦0, 𝑦1, 𝜃) between data 𝐷 = {𝑡𝑖, 𝜌𝑖, 𝜎𝑖} and
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the resulting curve 𝜌(𝑡 | 𝑡0, 𝑦0, 𝑦1, 𝜃) from our model

Δ(𝑡0, 𝑦0, 𝑦1, 𝜃) =
𝑁∑︁

𝑖=1

(︂
𝜌𝑖 − 𝜌(𝑡𝑖 | 𝑡0, 𝑦0, 𝑦1, 𝜃)

𝜎𝑖

)︂2

. (6.18)

From this we can infer the most likely parameters (𝑡0, 𝑦0, 𝑦1, 𝜃):

(𝑡0, 𝑦0, 𝑦1, 𝜃) = argmin
(𝑡0,𝑦0,𝑦1,𝜃)

Δ(𝑡0, 𝑦0, 𝑦1, 𝜃) (6.19)

Method 1: S- vs Exponential Curve (𝐿)

We fit Eq. (6.3) by minimizing the Least-Square error with respect to the observed timeseries in the

two limiting cases: (i) 𝑎 = 0, symmetric S-curve (endogenous factors only) and (ii) 𝑏 = 0, exponential

curve (exogenous factors only). Assuming normally distributed errors (which generically vary in time)

we calculate the likelihood of the data given each model [HTF09]. The normalized likelihood ratio

𝐿 of the two models indicates which curve provides a better description of the data [BA02]. The

critical assumption in this method (to be tested below) is to consider the value of 𝐿 as an indication

of the predominance of the corresponding factor, i.e 𝐿 > 0.5 indicates stronger exogenous factors

(𝐺 > 0.5) and 𝐿 < 0.5 stronger endogenous factors (𝐺 < 0.5). This method does not allow for

an estimation of 𝐺, but it provides an answer to the question of the most relevant factors. The

two simple one-parameter curves are unlikely to precisely describe many real adoption curves 𝜌(𝑡).

However, we expect that they will distinguish between cases showing a rather fast/abrupt start at

𝑡0 (as in the exponential/exogenous case) from the ones showing a slow/smooth start (as in the S-

curve/endogenous case). For this distinction, the 𝑡 ' 0 is the crucial part of the 𝜌(𝑡) curve because

for 𝑡 → ∞ the symmetric S-curve approaches 𝜌 = 1 also exponentially.

The two limiting 𝑎 = 0 (endogenous) and 𝑏 = 0 (exogenous) correspond to 𝑔(𝜌) = 𝑏(𝜌 − 𝑦0)

(endogenous) and 𝑔(𝜌) = 𝑎 (exogenous), respectively, in which case we can solve Eq. (6.17) analytically

which yields a four-parameter curve for each case:

𝜌exo(𝑡 | 𝑡0, 𝑦0, 𝑦1, 𝑎) =

⎧
⎨
⎩
𝑦1 − 1

2 (𝑦1 − 𝑦0) 𝑒
−𝑎(𝑡−𝑡0), 𝑡 ≥ 𝑡*

𝑦0, 𝑡 < 𝑡*
, (6.20)

𝜌endo(𝑡 | 𝑡0, 𝑦0, 𝑦1, 𝑏) = 𝑦0 +
𝑦1 − 𝑦0

1 + 𝑒−𝑏(𝑦1−𝑦0)(𝑡−𝑡0)
, (6.21)

with

𝑡* = 𝑡0 −
ln 2

𝑎
. (6.22)

Given our observational data 𝐷 we can then find the best choice of parameters for each case and cal-

culate the Least-Square-Error Δexo(𝑡0, 𝑦0, 𝑦1, 𝑎̂) and Δendo(𝑡0, 𝑦0, 𝑦1, 𝑏̂) according to Eqs. (6.18,6.19).

In order to decide which of the two models (endogenous or exogenous) fits the data better, we
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employ the Bayesian information criterion (BIC) [Sch78] used in model selection [BA02, HTF09]

which is given by

𝐵𝐼𝐶exo = Δ(𝑡0, 𝑦0, 𝑦1, 𝑎̂) + log(𝑁)𝐾exo (6.23)

𝐵𝐼𝐶endo = Δ(𝑡0, 𝑦0, 𝑦1, 𝑏̂) + log(𝑁)𝐾endo (6.24)

where 𝐾exo = 𝐾endo is the number of fitted parameters in each model, and 𝑁 the number of data

points. From this we can calculate the relative likelihood, 𝐿exo (𝐿endo), quantifying the evidence of the

exogenous (endogenous) model among the selection of the two models (exogenous and endogenous)

for the given data [BA02]:

𝐿exo =
𝑒−1/2𝐵𝐼𝐶exo

𝑒−1/2𝐵𝐼𝐶exo + 𝑒−1/2𝐵𝐼𝐶endo
(6.25)

𝐿endo =
𝑒−1/2𝐵𝐼𝐶endo

𝑒−1/2𝐵𝐼𝐶exo + 𝑒−1/2𝐵𝐼𝐶endo
(6.26)

with 𝐿exo + 𝐿endo = 1. In the last step we take the relative likelihood of the exogenous and the

endogenous model as a proxy for their total influence in the spreading of the observed timeseries, i.e.

𝐿 ≡ 𝐺exo = 𝐿exo (6.27)

with normalization 𝐺endo = 1−𝐺exo.

When analyzing surrogate data (see Sec. 6.2.3) the above problem becomes simpler since we know

that 𝑦0 = 0 and 𝑦1 = 1 by construction. We further specify the initial condition for the spreading

process, 𝜌(𝑡 = 𝑡0) = 𝜌0, which reduces the above curves to one-parameter models:

𝜌exo(𝑡 | 𝑎) =

⎧
⎨
⎩
1− (1− 𝜌0)𝑒

−𝑎(𝑡−𝑡0), 𝑡 ≥ 𝑡*

0, 𝑡 < 𝑡*
, (6.28)

𝜌endo(𝑡 | 𝑏) =
1

1 + 𝑒−𝑏(𝑡−𝑡0)
(6.29)

with 𝑡* = 𝑡0 + ln(1− 𝜌0).

Method 2: Mixed Curve (𝐺̂)

We fit Eq. (6.3) by minimizing the Least-Square error with respect to the timeseries and obtain

the estimated parameters 𝑎̂ and 𝑏̂. By inserting these parameters in Eq. (6.7) we compute 𝐺̂ as an

estimation of 𝐺.

In this framework, we assume that, both, exogenous and endogenous driving is present in the

spreading dynamics simultaneously, i.e. 𝑔(𝜌) = 𝑎 + 𝑏 (𝜌− 𝑦0), in which case Eq. (6.17) yields a
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5-parameter curve for 𝜌:

𝜌mixed(𝑡 | 𝑡0, 𝑦0, 𝑦1, 𝑎, 𝑏) =

⎧
⎨
⎩

−(𝑎−𝑏𝑦0)(𝑦1−𝑦0)+𝑦1(2𝑎+𝑏(𝑦1−𝑦0))𝑒[𝑎+𝑏(𝑦1−𝑦0)](𝑡−𝑡0)

𝑏(𝑦1−𝑦0)+(2𝑎+𝑏(𝑦1−𝑦0))𝑒[𝑎+𝑏(𝑦1−𝑦0)](𝑡−𝑡0)
, 𝑡 ≥ 𝑡*

𝑦0, 𝑡 < 𝑡*
, (6.30)

with

𝑡* = 𝑡0 −
ln
(︀
2 + 𝑏

𝑎 (𝑦1 − 𝑦0)
)︀

𝑎+ 𝑏 (𝑦1 − 𝑦0)
. (6.31)

We note that the special case 𝑎 = 0 yields 𝑡* → −∞, which means that for all finite 𝑡: 𝜌(𝑡) > 𝑦0

and only in the limit 𝜌(𝑡 → −∞) = 𝑦0. Given the data 𝐷 we estimate the most likely parameters

(𝑡0, 𝑦0, 𝑦1, 𝑎̂, 𝑏̂) using Eqs. (6.18,6.19).

For the given choice of 𝑔(𝜌) = 𝑎+ (𝑏− 𝑦0)𝜌 we define the exogenous and the endogenous influence

as

𝑔exo(𝜌) = 𝑔(𝜌 = 𝑦0) = 𝑎̂, (6.32)

𝑔endo(𝜌) = 𝑔(𝜌)− 𝑔exo(𝜌) = 𝑏̂(𝜌− 𝑦0). (6.33)

From this we can calculate the total exogenous and endogenous influence in the spreading process

as the fraction of the population that switches at time 𝑡, 𝜌̇(𝑡), weighted by the relative exogenous

influence, 𝑔ext(𝜌)/𝑔(𝜌), and relative endogenous influence, 𝑔endo(𝜌)/𝑔(𝜌), respectively, integrated along

the complete trajectory 𝜌(𝑡)

𝐺̃ ≡ 𝐺exo =
1

𝑦1 − 𝑦0

∫︁ ∞

−∞
d𝑡𝜌̇(𝑡)

𝑔exo(𝜌(𝑡))

𝑔(𝜌(𝑡))
(6.34)

=
1

𝑦1 − 𝑦0

∫︁ 𝑦1

𝑦0

d𝜌
𝑔exo(𝜌)

𝑔(𝜌)
(6.35)

=
1

𝑦1 − 𝑦0

∫︁ 𝑦1

𝑦0

d𝜌
𝑎̂

𝑎̂+ 𝑏̂ (𝜌− 𝑦0)
(6.36)

=
1

𝑦1 − 𝑦0

𝑎̂

𝑏̂
ln

[︃
𝑎̂+ 𝑏̂ (𝑦1 − 𝑦0)

𝑎̂

]︃
(6.37)

and the normalization 𝐺endo = 1−𝐺exo.

When analyzing surrogate data (see Sec. 6.2.3) the above problem becomes simpler since we know

that 𝑦0 = 0 and 𝑦1 = 1 by construction. For the surrogate data, see Sec. 6.2.3, we know that

𝑦0 = 0 and 𝑦1 = 1 by construction. We further specify the initial condition for the spreading process,

𝜌(𝑡 = 𝑡0) = 𝜌0, which reduces the above curve to a two-parameter model:

𝜌mixed(𝑡 | 𝑎, 𝑏) =

⎧
⎨
⎩

−𝑎(1−𝜌0)+(𝑎+𝑏𝜌0)𝑒(𝑎+𝑏)(𝑡−𝑡0)

𝑏(1−𝜌0)+(𝑎+𝑏𝜌0)𝑒(𝑎+𝑏)(𝑡−𝑡0)
, 𝑡 ≥ 𝑡*

0, 𝑡 < 𝑡*
, (6.38)
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with

𝑡* = 𝑡0 +
1

𝑎+ 𝑏
ln

𝑎 (1− 𝜌0)

𝑎+ 𝑏𝜌0
. (6.39)

Method 3: Nonparametric Curve (𝐺̃)

We estimate 𝑔(𝜌) from Eq. (6.5) by calculating a (discrete) time derivative 𝜌̇ at every point 𝜌(𝑡):

𝑔(𝜌) :=
𝜌̇(𝑡)

𝑦1 − 𝜌(𝑡)
. (6.40)

From a (smoothed) curve of 𝑔(𝜌) we can infer the exogenous and the endogenous influence along the

trajectory 𝜌:

𝑔exo = 𝑔(𝜌 = 𝑦0) (6.41)

𝑔endo = 𝑔(𝜌)− 𝑔(𝜌 = 𝑦0) (6.42)

and obtain an estimation 𝐺̃ of 𝐺 from Eq. (6.6): which gives for the total exogenous and endogenous

contribution

𝐺̂ ≡ 𝐺exo =
1

𝑦1 − 𝑦0

∫︁
d𝜌

𝑔exo

𝑔(𝜌)
(6.43)

with the normalization 𝐺endo = 1−𝐺exo. The advantage of this non-parametric method is that it is

not a priory attached to a specific 𝑔(𝜌) and therefore it is expected to work whenever a population

dynamics equation (6.5) provides a good approximation of the data.

When analyzing surrogate data (see Sec. 6.2.3) we can infer 𝑔(𝜌) directly with the timeseries 𝜌(𝑡)

being sampled at a given resolution in discrete time, 𝑡 = (𝑡𝑖) with 𝑖 = 1..𝑁 , such that we can

approximate the time derivate of 𝜌(𝑡) by finite differences, e.g.

𝜌̇(𝑡𝑖) ≈
𝜌(𝑡𝑖+1)− 𝜌(𝑡𝑖)

𝑡𝑖+1 − 𝑡𝑖
(6.44)

for 𝑖 = 1...𝑁 − 1. Assuming that 𝜌(𝑡) is a monotone function in 𝑡, i.e. 𝑡 = 𝑡(𝜌), we can express the

time derivative as

𝜌̇(𝑡)
𝑡=𝑡(𝜌)−→ 𝜌̇(𝜌) (6.45)

such that we can evaluate 𝑔(𝜌), see Eq. (6.40), from the timeseries 𝜌(𝑡) and its derivative 𝜌̇ via:

𝑔(𝜌) :=
𝜌̇ [𝑡(𝜌)]

1− 𝜌
(6.46)

However, for real data which is only available with a given resolution in 𝑡 and is subject to fluctua-

tions, the direct calculation of 𝜌̇ in Eq. (6.40) does not lead to meaningful results. Instead, we want to
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infer 𝑔(𝜌) indirectly, i.e. find a particular choice of 𝑔(𝜌) that yields the best description of the data by

solving Eq. (6.17) for 𝜌(𝑡) and then applying Eqs. (6.18,6.19). Our approach is to parametrize 𝑔(𝜌) by

means of a natural cubic spline 𝑠(𝜌) [HTF09]. Therefore, we divide the support of 𝑔(𝜌), 𝜌 ∈ [𝑦0, 𝑦1],

into 𝑛 intervals of equal length ℎ = 𝑦1−𝑦0
𝑛 , {[𝑦0 + (𝑖− 1)ℎ, 𝑦0 + 𝑖ℎ} for 𝑖 = 1...𝑛. In each interval 𝑖 we

define a cubic polynomial, such that the resulting curve 𝑠𝑛(𝜌) is piecewise-polynomial of order 4 and

has continuous derivatives up to order 2. Furthermore, we restrict ourselves to natural cubic splines

which implies that 𝑠′′𝑛(𝜌 = 𝑦0) = 𝑠′′𝑛(𝜌 = 𝑦1) = 0. The resulting spline 𝑠𝑛(𝜌) contains 𝑛+1 parameters

𝜃 = (𝜃𝑖) with 𝑖 = 1...𝑛+1 and two additional parameters (𝑦0, 𝑦1) specifying the asymptotic values for

𝜌(𝑡 → ±∞) which we denote by 𝑠𝑛(𝜌 | (𝑦0, 𝑦1, 𝜃)). For any given 𝑛 we can infer 𝑔𝑛(𝜌) = 𝑠𝑛(𝜌 | 𝑦0, 𝑦1, 𝜃)
by Eqs. (6.17,6.18,6.19), which requires an extra parameter 𝑡0 setting a characteristic time scale of the

change of 𝜌(𝑡) in time. In total, for a parametrization of 𝑔(𝜌) by a natural cubic spline on 𝑛 intervals,

we have 𝐾 = 𝑛+4 parameters. Finally, the exogenous and the endogenous influence in the spreading

are calculated via Eq. (6.43).The crucial step then is to decide which value to choose for 𝑛 as we have

to find a trade-off between the most accurate description of the data and the problem of overfitting

known as model selection [HTF09]. We infer the best model by means of the Bayesian information

criterion (BIC), which penalizes models with additional parameters according to:

𝐵𝐼𝐶 = Δ+𝐾 log𝑁, (6.47)

where Δ is the Least-Square error of the best fit of a given model according to Eqs. (6.18,6.19), 𝐾

is the number of parameters estimated, and 𝑁 is the number of datapoints. Due to computational

constraints we restrict ourselves to the cases 𝑛 = 1, ...10.

6.2.3. Application to network models

Here we investigate time series 𝜌(𝑡) obtained from simulations of models in which we have access to

the microscopic dynamics of agents. Our goal is to measure 𝐺 on different models and to test the

estimators (𝐿, 𝐺̃, 𝐺̂) defined in the previous section.

Surrogate data

We consider two specific network models in the framework of AME described in Sec. 6.2.1, which

are defined fixing the network topology (in our case random scale-free) and the function 𝐹𝑘,𝑚 (the

adoption rate of an agent having 𝑚 out of 𝑘 neighbours that already adopted) as [Gle13, New10]:

Bass model: 𝐹𝑘,𝑚 = 𝑎+ 𝑏
𝑚

𝑘
, (6.48)
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Threshold: 𝐹𝑘,𝑚 =

⎧
⎨
⎩
𝑎, 𝑚/𝑘 < 1− 𝑏

1, 𝑚/𝑘 ≥ 1− 𝑏
. (6.49)

In both cases, when no infected neighbor is present (𝑚 = 0), the rate is 𝐹𝑘,0 = 𝑎 and therefore the

parameter 𝑎 controls the strength of exogenous factors. Analogously, 𝑏 controls the increase of 𝐹𝑘,𝑚

with 𝑚 and therefore the strength of endogenous factors. Given a network and values of 𝑎 and 𝑏, we

obtain numerically both the timeseries 𝜌(𝑡) (using the AME formalism described in Sec. 6.2.1), and

the strength of exogenous factors 𝐺 from Eq. (6.15). Typically these models cannot be reduced to a

one-dimensional population dynamics model and therefore the estimators 𝐺̂ and 𝐺̃ (based on 𝜌(𝑡))

differ from the actual 𝐺. As a test of our methods, we compare the exact 𝐺 to 𝐿, 𝐺̂ and 𝐺̃.

Numerical implementation

Given a degree-sequence 𝑘 ∈ [𝑘min, 𝑘max], a degree distribution 𝑃𝑘, and one of the 𝐹𝑘,𝑚 from Eqs. (6.11,6.12),

we can solve the set of differential equations for 𝑠𝑘,𝑚 numerically according to Eq. (6.8). We use

scipy’s [JOP+ ] odeint-implementation to get the timeseries 𝜌(𝑡) from Eq. (6.10) and the true ex-

ogenous and endogenous influence from Eq. (6.15) for a particular trajectory. We set as parameters

𝜌0 = 𝜌(𝑡0 = 0) = 10−3 and sample the trajectory 𝜌(𝑡) at discrete points 𝑡 ∈ {𝑡0 + 𝑖 · 𝑑𝑡} for 𝑖 = 1..𝑁

with 𝑑𝑡 = 0.01 and 𝜌(𝑡 = 𝑁𝑑𝑡) ≥ 1− 𝜌0.

Results

In Fig. 6.5 we apply our time series analysis to the two models defined above with parameters 𝑎 =

0.1, 𝑏 = 0.5. Method 1 provides 𝐿 > 0.5 in both cases, incorrectly identifying that the exogenous

factor is stronger. Furthermore, 𝐺̃ (Method 3) provides a better estimation of 𝐺 than 𝐺̂ (Method

2). This is expected since the estimation 𝐺̂ is based on a straight line estimation of 𝑔(𝜌) , (𝑎̂ + 𝑏̂𝜌),

while 𝐺̃ admits more general function, see Fig. 6.5, (b,d). The estimations are better for the Bass

model than for the threshold dynamics, consistent with the better agreement between 𝜌(𝑡) and the

fit of Eq. (6.3) in panel (a) than in panel (c).

In Fig. 6.6 we repeat the analysis of Fig. 6.5 varying the parameters 𝑎, 𝑏 in Eqs. (6.48) and (6.49),

while Eq. (6.15) gives the true value of 𝐺. The parameter space 𝑎, 𝑏 is divided in two regions: one

for which the exogenous factors dominate 𝐺 > 0.5 (below the red dashed line 𝐺 = 0.5) and one for

which the endogenous factors dominate 𝐺 < 0.5 (above the red dashed line 𝐺 = 0.5). In the Bass

dynamics the division between these regions corresponds to a smooth (roughly straight) line. In the

threshold model a more intricate curve is obtained, with plateaus on rational values of 𝑏 reflecting

the discretization of the threshold dynamics in Eq. (6.49) (particularly strong for the large number

of agents with few neighbors). A strong indication of the limitations of the 𝐿 and 𝐺̂ estimators is

that the 𝐿 = 0.5 (panel d) and 𝐺̂ = 0.5 (panel e) lines show non-monotonic growth in the 𝑎, 𝑏 space.

This artifact disappears using the 𝐺̃ estimator. Regarding the relative errors of the methods 2 and
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Figure 6.5.: Application of time series estimations to surrogate data. The Bass (a,b) and threshold
(c,d) dynamics with parameters 𝑎 = 0.1 and 𝑏 = 0.5 were numerically solved in the AME framework
for scale free networks (with degree distribution 𝑃 (𝑘) ∼ 𝑘−𝛾 with 𝛾 ≈ 2.47 for 𝑘 ∈ [2, 50] such that
⟨𝑘⟩ = 4). (a,c) Adoption curve 𝜌(𝑡) (fraction of adopted agents over time). (b,d) Numerical estimate
of 𝑔(𝜌), obtained from 𝜌(𝑡) by inverting Eq. (6.5). Dashed curves correspond to the fit of Eq. (6.3)
to 𝜌(𝑡). Estimations of 𝐺 correspond to the area between the horizontal gray line (𝑔(𝜌) = 𝑎̂) and the
solid (𝐺̃) or dashed (𝐺̂) curves in (b,d). Results: Bass 𝐺 = 0.397, 𝐿 = 0.999, 𝐺̂ = 0.415, 𝐺̃ = 0.400;
Threshold 𝐺 = 0.347, 𝐿 = 0.988, 𝐺̂ = 0.314, 𝐺̃ = 0.352.

3 (color code), the results confirm that 𝐺̃ is the best method and provides a surprisingly accurate

estimation of 𝐺. Comparing the different models, the estimations for Bass are better than for the

threshold dynamics (for the same parameters (𝑎, 𝑏)). The minimum errors are obtained for 𝑏 ≈ 0

while for 𝑎 ≈ 0 maximum errors for both methods are observed.

When applying these methods to real data it is crucial not only to assess the accuracy of each

method but also the robustness with respect to fluctuations and perturbations. For instance, method

3 requires the computation of the temporal derivative of 𝜌. In simulations this can be done exactly,

however in empirical data, discretization (i.e. the time resolution of the available data) is unavoidable.

Furthermore, fluctuations in the time series become magnified when discrete time differences are

computed. In order to test these hypotheses, in Fig. 6.7 we test the robustness of Methods 2 and 3

against discretization in time – panels (a) and (b) – and population – panels (c) and (d) – for the same

model systems. We observe that Method 3 is less robust than Method 2, showing a bias towards larger

𝐺 for temporal discretization and broad fluctuations for population discretization. These findings can

be expected to hold for other types of noise.
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Figure 6.6.: Strength of endogenous factors 𝐺 in the Bass [Eq. (6.48), panels a,b,c] and threshold
[Eq. (6.49), panels d,e,f] models for different parameters 𝑎 and 𝑏. The dashed lines correspond to
values of 𝑎, 𝑏 for which 𝐺 = 1/2 (red), 𝐺 = 1/3 (black below red), and 𝐺 = 2/3 (black above red),
computed from Eq. (6.15). The different panels show the estimations based on 𝐿 (a,d), 𝐺̂ (b,e),
and 𝐺̃ (c,f). Solid lines indicate values of 𝑎, 𝑏 for which values 1/2, 1/3, and 2/3 were obtained and
should be compared to the corresponding dashed lines. The color code indicates the relative errors
between the true value 𝐺 and the estimated values 𝐺̂ (b,e) and 𝐺̃ (c,f). The model dynamics was
simulated for scale-free networks with the same parameters as in Fig. 6.5.

6.2.4. Application to data

We now turn to the analysis of empirical data taken from the Google-ngram corpus, see Appendix A.4.

We focus on the three cases reported in Fig. 6.3.

Real data

a. German orthographic reforms: The 1996 orthography reform aimed to simplify the spelling of the

German language based on phonetic unification. According to this reform, after a short vocal one

should write “ss” instead of “ß”, which predominated since the previous reform in 1901. This rule

makes up over 90% of the words changed by the reform [Wik14b]. We combine all words affected

by this rule to estimate the strength of adoption of the orthographic reform, i.e., 𝜌(𝑡) is the fraction

of word tokens in the list of affected words written with “ss”. Although following the reform was
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Figure 6.7.: Method 2 is more robust against perturbations than Method 3. Estimation of G
in under-sampled versions of the timeseries used in Fig. (2) for Bass (left) and threshold (right)
dynamics. The true 𝐺 [Eq. (6.15)] is shown as a dashed line and Methods 2 and 3 are shown by
symbols. (a,b) Under-sampling in time: achieved by varying the time resolution Δ𝑡 of the timeseries,
i.e., we sample 𝜌(𝑡) at times 𝜌(𝑡0), 𝜌(𝑡0+Δ𝑡), 𝜌(𝑡0+2Δ𝑡), . . . . Resolution increases for Δ𝑡 → 0. (c,d)
Under-sampling of the population 𝑁 . The surrogate time series 𝜌(𝑡) in Fig. 6.5 assume 𝑁 → ∞.
We consider time series for which only a finite population 𝑁 is observed. The observed fraction of
adopters is determined from 𝑁 independent Bernoulli trials with probability 𝜌(𝑡). This corresponds
to adding noise to each data point 𝜌(𝑡). Resolution increases for 𝑁 → ∞. For each 𝑁 , we plot the
average and standard deviation of 𝐺 computed over 1, 000 trials.

obligatory at schools, strong resistance against it led to debates even in the Federal Constitutional

Court of Germany [Joh05]. For example, “six years after the reform, 77% of Germans consider the

spelling reform not to be sensible [Wik14b]”. These debates show that besides the exogenous pressure

of language academies, endogenous factors can be important in this case also, either for or against

the change.

b. Russian names: Since the 19th century there have been different systems for the romanization

of Russian names, i.e. for mapping names from the Cyrillic to the Latin alphabet [Wik14c]. These

systems can be seen as exogenous factors. Alternatively, imitation from other authors can be con-

sidered as endogenous factors. All of the systems suggest a unique mapping from letter “в” to “v”

(e.g., Колмогоров to Kolmogorov). Variants to this official romanization system are “ff” or “w” (e.g.,

Kolmogorow and Kolmogoroff) which were used in different languages such as German and English.

Here we study an ensemble of 50 Russian names ending in either “-ов” or “-eв” that were used often

in English (en) and German (de). For each of these two languages, we combine all words (tokens) in

order to obtain a single curve 𝜌(𝑡) measuring the adoption of the “v” convention.

c. Regularization verbs in English: A classical studied case of grammatical changes is regularization

of English verbs [LMJ+07, Pin99]. From 177 irregular verbs in Old-English, 145 cases survived in
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Middle English and only 98 are still alive [LMJ+07]. Irregular verbs coexist with their regular (past

tense written by -ed) competitors, even if dictionaries may only present irregular forms [MSA+11].

Having an easier grammar rule or a rule aligned with a larger grammatical class are good motiva-

tions to use more often regular forms. Other potential exogenous factors which favor works against

regularization can be dictionaries and grammars. However, there are also cases of verbs that become

irregular [MSA+11, CPC+14]. We analyze 10 verbs that exhibit the largest relative change. In 8 cases

regularization is observed.

Besides the linguistic and historical interest in these three cases, there are also two practical reasons

for choosing these three simple spelling changes: (i) they provide data with high resolution and

frequency; and (ii) they allow for an unambiguous identification of “competing variants”, a difficult

problem in language change [HCB+09]. The last point allows us to concentrate on the relative word

frequency (as defined in the caption of Fig. 6.3) which we identify with the relative number of adopters

𝜌(𝑡) in the models of previous sections. The advantage of investigating relative frequencies, instead

of the absolute frequency of usage of one specific variation, is that they are not affected by absolute

changes in the usage of the word.

Numerical Implementation

The above mentioned methods require the minimization of the least-square error, see Eq. (6.19), in

the space of parameters (𝑡0, 𝑦0, 𝑦1, 𝜃). We find the most likely parameters (𝑡0, 𝑦0, 𝑦1, 𝜃) numerically

using the ’L-BFGS-B’-algorithm [BLNZ95] from scipy’s optimization package [JOP+ ]. The algorithm

allows to impose additional constraints on a parameter 𝑥, such that we ensure that 𝑥min ≤ 𝑥̂ ≤ 𝑥max.

In our case we choose the following constraints:

1. 𝑡0 is unconstrained,

2. 0 ≤ 𝑦0, 𝑦1 ≤ 1 since these parameters describe the asymptotic values of the fraction of adopters,

i.e. 𝜌(𝑡 → ±∞),

3. 0 ≤ 𝑎, 𝑏 for method 1 and 2 considering positive exogenous and endogenous contributions,

4. 0 ≤ 𝜃𝑖 for 𝑖 = 1..𝑛+ 1 for method 3 in order to guarantee that 𝑔(𝜌) ≥ 0.

Addressing the issue of local minima, for each timeseries we perform the minimization task 100 times

with different randomly chosen initial conditions in parameter space and select the global minimum.

We calculate the confidence intervals from standard bootstrapping [HTF09], i.e. performing the

same analysis for a number of 𝐵 surrogate datasets obtained from random sampling with replacement

of the original data (here 𝐵 = 200).

Results

Fig. 6.8 shows estimations of the strength of exogenous factors G (using the methods of Sec. 6.2.2)

in the three examples of linguistic change described above. In line with the definition proposed in
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Figure 6.8.: Estimation of the strength of exogenous factors in empirical data. The red X indicates
the estimated value obtained using the complete database. The box-plots (gray box and black bars)
were computed using bootstrapping and quantify the uncertainty of the estimated value (from left
to right, the horizontal bars in the boxplot indicate the 2.5%, 25%, 50%, 75%, and 97.5% percentile).
Panels (a)-(c) show the estimations based on the three methods proposed in Sec. 6.2.2. (a) Method
1: the likelihood ratio L of the exponential fit (exogenous factors) in relation to the symmetric
S-curve fit (endogenous factors). (b) Method 2: estimation 𝐺̂ based on the fit of Eq. (6.3) and on
Eq. (6.7). Method 3: estimation 𝐺̃ based on the general population dynamics model, Eq. (6.5).

Sec. 6.2.1, 𝐺 is interpreted as the fraction of adoptions because of exogenous factors. Besides the most

likely estimation obtained for the complete datasets (red X), we have performed a careful statistical

analysis (based on bootstrapping) in order to determine the confidence of our estimations (gray box

plots). We first discuss the performance of the three methods:

Method 1: The estimation of the likelihood 𝐿 that the exponential fit (exogenous factors) is better

than the symmetric S-curve fit (endogenous factors) resulted almost always in a categorical decision

(i.e., 𝐿 = 0 or 𝐿 = 1). This is explained by the large amount of data that makes any small advantage

for one of the fits to be statistically significant. Naively, one could interpret this as a clear selection

of the best model. However, our bootstrap analysis shows that in most cases the decision is not

robust against small fluctuations in the data (gray boxes fill the interval 𝐿 ∈ [0, 1]). In these cases our

conclusion is that the method is unable to determine the dominant factors (endogenous or exogenous).

Method 2: It generated the most tightly constrained estimates of G. The precision of the estimations

of the strength of the exogenous factors 𝐺 varied from case to case but remained typically much smaller

than 1 (with the exception of the verb cleave). In all cases for which Method 1 provided a definite



6.2.4 Application to data 105

result, Method 2 was consistent with it. This is not completely surprising considering that the fit

of the curve used in method 2 has as limiting cases the curves used in the fit by Method 1. The

advantage of Method 2 is that it works in additional cases (e.g., the Russian names), it provides an

estimation of 𝐺 (not only a decision whether 𝐺 > 0.5), and it distinguishes cases in which both factors

contribute equally (verb smell) from those that data is unable to decide (verb cleave).

Method 3: The results show large uncertainties and are shifted towards large values of 𝐺 (in com-

parison to the two previous methods). In the few cases showing narrower uncertainties, an agreement

with Method 2 is obtained in the estimated 𝐺 (verbs wake and burn) or in the tendency 𝐺 < 0.5

(Russian names in German). However, for most of the cases the uncertainty is too large to allow

for any conclusion. The reason of this disappointing result is that Method 3 is very sensitive against

fluctuations; compare the findings reported in Fig. 6.7, where we observed that Method 3 is less robust

than Method 2, showing a bias towards larger 𝐺 for temporal discretizations and broad fluctuations

for population discretizations. These findings can be expected to hold for other types of noise and are

consistent with our observations in the data.

We now interpret the results of Fig. 6.8 for our three examples (see Figs. 6.9, 6.10, 6.11, and 6.12

for the adoption curves of individual words):

a. Results for the German orthographic reform indicate a stronger presence of exogenous

factors, consistent with the interpretation of the (exogenous) role of language academies in language

change being dominant.

b. The romanization of Russian names indicates a prevalence of endogenous factors. Most

systems that aim at making the romanization uniform have been implemented when the process of

change was already taking place (The change starts around 1900 and first agreement is from 1950).

Moreover, the implementation of these international agreements is expected to be less efficient than

the legally binding decisions of language academies (such as in orthographic reforms).

c. The regularization of English verbs show a much richer behavior. Besides some unresolved

cases (e.g., the verb cleave) the general tendency is for a predominance of endogenous factors (e.g.,

the verbs spill and light), with some exceptions (e.g., the verb wake).

In summary, in this paper we combined data analysis and simple models to quantitatively investigate

S-curves of vocabulary replacement. Our data analysis shows that linguistic changes do not follow

universal S-curves (e.g., some curves are better described by an exponential than by a symmetric S-

curve and fittings of Eq. (6.3) leads to different values of 𝑎̂ and 𝑏̂). These conclusions are independent

of theoretical models and should be taken into account in future quantitative investigations of language

change.

In summary, non-universal features in S-curves suggest that information on the mechanism un-

derlying the change can be obtained from these curves by considering simple mechanistic models

of innovation adoption. Our results show a connection between the shape of the S-curves and the

strength of different factors. Exogenous factors typically break symmetries of the microscopic dynam-

ics and lead to asymmetric S-curves. Thus the crucial point in all methods is to quantify how abrupt

(exogenous) or smooth (endogenous) the curve is at the beginning of the change. These findings and
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the methods introduced in our approach – data analysis and measure of exogenous factors – can be

directly applied also to other problems in which S-curves are observed [Rog03, VA12, Bas69, Bas04].

Since S-curves provide only a very coarse-grained description of the spreading of linguistic innova-

tions in a population, the relevance of our results is to show that S-curves can be used to discriminate

between different mechanistic models of the spreading mechanism and to quantify the importance of

different factors known to act on language change. In view of the proliferation of competing models

and factors, it is essential to compare them to empirical studies, which are often limited to aggre-

gated data such as S-curves. Furthermore, quantitative descriptions of S-curves quantify the speed of

change and predict future developments. These features are particularly important whenever one is

interested in favoring convergence (e.g., the agreement on scientific terms can be crucial for scientific

progress [KPW07] and dissemination [BGOB12]).
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â = 0.235

b̂ = 0.039

ss −→ ß (1996): ”einfluss”

0

1

Gexo

1880 1890 1900 1910 1920 1930

t

0.0

0.2

0.4

0.6

0.8

1.0

ρ
(t

)
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Figure 6.9.: Orthographic Reform of 1901 and 1996. The timeseries show the data (dots), the

best fit of method 2 (line) with the values of its two parameters 𝑎̂ and 𝑏̂, and the boxplot for the
estimation of 𝐺exo (inset) for all three methods: method 1 (left), method 2 (middle), and method
3 (right) with the result for the full data (red cross) and the 97.5%-, 75%-, 50%-,25%-, and 2.5%-
percentiles from bootstrapping (black lines).
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Figure 6.10.: Regularization of English Verbs. Description see Fig. 6.9.
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Figure 6.11.: Transcription of Russian -ov (en). Description see Fig. 6.9.
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â = 0.0

b̂ = 3.296

Russian -ov (de): ”stroganov”

0

1

Gexo

1800 1850 1900 1950 2000 2050

t

0.0

0.2

0.4

0.6

0.8

1.0

ρ
(t

)

Russian -ov (de): ”tambov”

Figure 6.12.: Transcription of Russian -ov (de). Description see Fig. 6.9.



7. Conclusions

In this chapter we summarize and discuss the results presented in this thesis. In Sec. 7.1 we provide

a detailed list of the novel results contained in this thesis. In Sec. 7.2 we discuss these results and

present an outlook.

7.1. Summary and open problems

In the following we present a list summarizing the main novel results presented in this thesis as well

as possible extensions and open problems that originate from this work.

List of specific results

1. Universal scaling in the word-frequency distribution (Secs. 3.1 and 3.2.2 and Ref. [GA13])

∙ We found that the fat-tailed word-frequency distribution is best described by a two-

parameter model with two power law regimes [Eq. (3.16)] where the values of the pa-

rameters are extremely robust with respect to time as well as the type and the size of the

database under consideration depending only on the particular language. This constitutes

the first rigorous statistical analysis on the double power-law generalization of Zipf’s law

confirming similar previous claims [FS01].

∙ We proposed a simple growth model (Fig. 3.5) which allows for an interpretation of the

two regimes in the word frequency distribution as a result of the existence of two classes

of words: i) a finite number of core words, and ii) a virtually infinite number of noncore

words.

2. Vocabulary growth (Secs. 3.2 and 4.2 and Refs. [GA13, GA14])

∙ We proposed a simple stochastic process based on the Poisson usage of words establish-

ing the connection between the word-frequency distribution and the vocabulary growth

[Eq. 3.19], i.e. how the number of different words (𝑉 ) depends on the total number of

words (𝑁). Assuming a double power law in the distribution of word frequencies, we found

two distinct regimes in the sub-linear growth of the vocabulary [Eq. (3.32)] leading to a

generalization of Heaps’ law.

∙ The prediction of our model showed remarkable agreement to the empirically measured

vocabulary growth for different databases and over 9 orders of magnitude. From this

we concluded that the growth in the vocabulary is driven mainly by the database size

111
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and not by a change in vocabulary richness over time. This stands in contrast to recent

studies claiming a steady increase of the vocabulary richness over time [MSA+11, Kle13],

in which, in our opinion, the dependence on database size was not sufficiently addressed.

Furthermore, we argued that the possible vocabulary can be regarded, for all practical

purposes, to be infinite even though it is certainly bounded by combinatorial arguments

due to a finite alphabet and word length.

∙ Analyzing the deviations from the average vocabulary growth, we found empirically that

fluctuations are much larger than expected across different databases; in fact, relative

fluctuations remain finite even in the limit 𝑁 → ∞. We formalized these observations in

the framework of anomalous fluctuation scaling (Taylor’s law), i.e. that the vocabulary is

not self-averaging [Eq. (4.12)]. Extending the simple stochastic process discussed above by

allowing for variability in the word frequencies, we showed analytically that the correlated

usage of words (due to their semantic relation) can be responsible for this effect [Eq. (4.19)

and Fig. 4.3].

∙ We applied these findings to propose a measure of vocabulary richness, which is unbiased

with respect to the size of the texts [Fig.4.4].

3. Quantifying the similarity between texts (Secs. 4.3 and 6.1.2 and Ref. [GFCA15])

∙ We quantified the similarity between two instances of text using the spectrum of divergences

𝐷̃𝛼, which are a generalization of the Jensen-Shannon divergence based on the generalized

entropies of order 𝛼 [Eq. (4.33)]. We demonstrated that this approach is particularly useful

in the comparison of texts that show fat-tailed distributions because it magnifies differences

in the vocabulary at different scales of the frequency spectrum [Fig. 4.7].

∙ Based on the notion of a generalized vocabulary [Eq. 4.41] we derived analytical expression

for the bias and fluctuations in finite estimates of sample size 𝑁 of the generalized entropy

(𝐻𝛼) and divergences (𝐷̃𝛼) typically decaying as 𝑁𝛽 with 𝛽 < 1 [Tab. 4.2]. We identified

a critical value 𝛼* ≤ 2 such that for 𝛼 ≥ 𝛼* the bias and the fluctuations decay as 1/𝑁 as

expected for nonfat-tailed distributions, which motivates the pragmatic choice of 𝛼 = 2 in

cases when the exponent of the fat-tailed distribution is unknown. Numerical simulations

confirm the general validity of our results even when employing elaborated estimators of

the corresponding entropies.

∙ We applied the spectrum of divergences 𝐷̃𝛼 to quantify how fast the vocabulary of a

language is changing over time showing that 𝐷̃𝛼=2 is best suited [Fig. 6.2]. As a result

of the fat-tailed distribution of word frequencies, for 𝛼 < 2 (including the usual Jensen-

Shannon divergence, 𝛼 = 1) the observed values of 𝐷̃𝛼 are strongly influenced by finite-size

effects (i.e. the bias) even though the size of the individual corpora is of the order of 109

word-tokens.

4. Topics models (Ch. 5 and Ref. [GPA15])
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∙ We showed how the problem of topic modeling (finding large-scale structures in a collection

of texts) can be mapped to the problem of community detection in complex networks.

∙ We compared state-of-the-art methods of topic modeling, i.e. Latent Dirichlet Allocation

(LDA), and community detection, i.e. hierarchical stochastic block modeling (hSBM),

showing that i) conceptually hSBM provides a much more general formulation of the prob-

lem solving many of the intrinsic limitations of LDA; and ii) hSBM provides better results

in numerical experiments of artificial and real texts in terms of statistical model selection.

5. Spreading of linguistic innovations (Sec. 6.2 and Ref. [GGMA14])

∙ We introduced a measure to quantify the strengths of different factors in the spreading of

a linguistic innovation in a community of speakers [Eq. (6.4)]. Investigating microscopic

models of spreading phenomena we find non-trivial relations between the parameters of

the model and the resulting strength of individual factors [Fig. 6.6].

∙ Discriminating between exogenous and endogenous influences to the population, we pro-

posed a framework how to estimate these quantities from data available only on the macro-

scopic level (in the form of an average over the population).

∙ Investigating three examples of competing linguistic variants, we showed that linguistic

changes do not follow universal S-curves and that by applying the above framework one can

obtain information on the underlying dynamical processes from macroscopic observables.

Open problems

∙ In the statistical analysis of power-law scaling relations (Ch. 3) it is desirable to include the

effect of (long-range) correlations. This applies not only to language where these correlations

are known to exist [ACE12], but also more generally, as recent works [CSN09, SP12] have

increasingly questioned the validity of power laws and scaling relations in complex systems.

However, especially if power-law scaling is viewed in the context of critical behaviour, successive

observations are expected to be strongly correlated (i.e. not independent) which is not taken

into account in standard approaches assessing the validity of these scalings (hypothesis testing).

∙ Although our analysis on the generalization of Zipf’s law in the form of a double power law was

shown to apply across different databases and languages (Sec. 3.1), the specific values for the

parameters for each language (e.g. 𝛾 = 1.77 for the exponent in the second power law regime

in English) still need to be explained.

∙ We studied the variability of word frequencies across different texts (Sec. 4). However, consider-

ing a single text as a succession of several smaller pieces of text it is possible to apply the same

approach to investigate the topical variation within a given text, compare e.g. Ref. [MZ10].

This might provide a complementary view on approaches investigating texts as a time series of

text constituents in order to understand their structural properties, e.g. burstiness [APM09] or

long-range correlations [ACE12].
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∙ In applying the hierarchical stochastic block model (hSBM) to the problem of finding large-scale

structures in texts (Sec 5), the appearance of a phase transition between a detectable and an

undetectable phase is still far from being understood, compare e.g. Ref [DKMZ11a, ZMN15]

for recent approaches in simpler formulations of the stochastic block model. Additional insight

might come from searching for analogies to the phase transition observed in spreading dynamics

(e.g. the Susceptible-Infected-Susceptible model) on networks [PSCvV15], i.e. the existence of

two regimes in which a disease either affects the whole network or dies out (the transition being

called the epidemic threshold). The dependence of the epidemic threshold on the topology of

the network has been well-understood in recent works [BnCPS13], especially the disappearance

of the threshold if the network exhibits a scale-free degree distribution.

∙ In the problem of spreading of linguistic innovations in a community of speakers (Sec. 6.2) our

approach is insofar limited as it only considers binary-state dynamics (an adopter either uses an

innovation or not) on random networks. It would, therefore, be desirable to incorporate more

realistic aspects into the microscopic description of the spreading phenomena, especially if one

tries to compare its predictions with empirical data. For example, this could be achieved by i)

allowing speakers to choose between different options with a given probability, e.g. as formu-

lated in the utterance selection model [BBCM06]; or ii) including the notion of communities

or clustering in the topology of the network, which is a crucial aspect of many empirical social

networks.

7.2. Discussion and outlook

In this thesis we investigated the statistical and dynamical processes underlying the co-existence of

universality and variation in word statistics. Our approach was guided by bridging the gap between

empirical analysis and theoretical modeling combining careful statistical analysis of large records of

written text with analytical and numerical studies of stochastic models in the form of generative

processes. Validating that the distribution of word frequencies shows a remarkable degree of universal

structure, we explored the consequences of the presence of fat-tailed distributions in the estimation of

the size of the vocabulary and the quantification of the similarity between different texts across topics

and time. Going beyond the appealing idea of universality, we showed that it is necessary to consider

the variability of word frequencies in order to account for the fluctuations observed in empirical data

and in order to describe variation of language across topics or language change over time.

In Sec. 3.1 we showed that the distribution of word frequencies is best described (among a set of

generic descriptive models) by a double power law (i.e. two regimes with different power-law scalings),

in which the fitted parameters of the model are extremely robust with respect to the type, size, or time

of the database and only depend on the language. Taken as a signature of the universal structure

in natural language, this finding is remarkable in the view of many recent works questioning the

empirical support for the ubiquitous claims of power-law scalings in complex systems [CSN09, SP12].
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Although our model is not valid in the strict sense of conventional hypothesis testing (which ignores

the role of (long-range) correlations known to be present in texts [ACE12]), it provides the best simple

description capturing the main statistical features of the data. We believe this improved interpretation

of universal scaling and the statistical methodology we employed are applicable also in cases beyond

language.

Besides the generalized Zipf’s law describing the word-frequency distribution, we observed two

additional universal scaling laws in the context of the vocabulary growth, i.e. Heaps’ and Taylor’s

law. We obtained a unifying perspective on the simultaneous appearance of these scaling laws from

a stochastic process formulated as a sampling problem. In this, we showed that it is necessary to

consider the variability of word frequencies due to the topical aspects of language (i.e. texts coming

from different authors, disciplines, or times). More generally, our probabilistic framework allowed for

a calculation of the expected fluctuations, which is crucial for a meaningful interpretation of these

universal laws. The picture that emerges from this approach is that, on average, these universal laws

are extremely robust; however, fluctuations around these laws are typically much larger than expected

from simplifying assumptions (e.g., independence or lack of correlations). This finding indicates that

the constraints imposed by the universal structure are not as tight as one could expect. Beyond

the cases considered here, these results provide a theoretical framework for studying fluctuations in

the growth of the number of unique items investigated also in a range of other complex systems,

e.g. ecology [Bra82], collaborative tagging [CBB+09], networks [KR13], or in the general context of

innovation dynamics [TLSS14].

Besides its consequences on the expected fluctuations, we analyzed the variability of word frequen-

cies in the context of language change and topic models.

On the level of individual words, our analysis of the temporal spreading of linguistic innovations

indicates that the adoption pattern do not follow universal 𝑆-curves. Starting from empirical time

series describing the macroscopic behaviour (i.e. the total fraction of speakers that use the new

variant), we showed how to obtain information on the underlying dynamics from the analysis of

generic microscopic models of spreading phenomena. This approach goes beyond traditional analysis

in which simple microscopic models are analyzed in order to understand the main qualitative features

observed in spreading phenomena, e.g. [BC12]. It is also in line with recent approaches modeling

the spreading of adoptions in general, e.g. Ref. [WPCG+14] compared quantitatively the predictions

of different spreading models with empirically observed S-curves of the number of adopters of a

technological innovation in order to infer the best underlying microscopic models in terms of model

selection (instead of assuming its validity in the first place).

On a larger scale, we addressed the question of how fast the vocabulary of a language changes over

time by comparing the difference of word frequencies between two instances of texts from different

times. For this, we proposed information-theoretic similarity measures based on the generalization

of the Shannon entropy (the entropy of order 𝛼) yielding a spectrum of divergences. The use of this

spectrum was motivated by the universal (fat-tailed) distribution of word frequencies, the generalized

Zipf’s law discussed above. On the one hand, we showed how different 𝛼’s magnify different scales
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in the frequency spectrum yielding additional information on the similarity between two texts. On

the other hand, we calculated analytically that the convergence of systematic and statistical errors is

often much slower than 1/𝑁 (where 𝑁 is the text length). This illustrated the difficulty in obtaining

accurate estimates due to the large number of low-frequency symbols even for very large databases

(𝑁 & 109 word-tokens). These results do not only have direct impact on other applications coming

from computer science, e.g. authorship attribution or document classification, but can be viewed

in the much more general context of quantifying the similarity of symbolic sequences. In this view,

the significance of our results stem from the fact that many problems from other complex systems

involving symbolic sequences show fat-tailed distributions in the frequencies of symbols, e.g., DNA

[MBG+94], gene expression [FK03], or music [SCBn+12]).

Considering the variability of word frequencies not over time but across texts from different au-

thors or disciplines we investigated the idea of topic models aiming to find large-scale structures

in a collection of texts. In this we combined topic models coming from machine learning with the

idea of community detection in complex networks showing and exploiting the analogies between the

two approaches from both fields. On the one hand, we were able to propose a much more general

formulation of the problem using stochastic block models. These models have recently become the

subject of investigation in the framework of statistical physics [KN11, DKMZ11b], leading to a better

understanding of the underlying mechanism of the proposed algorithms. On the other hand, we em-

phasized that the universal scaling laws in natural languages lead to new challenges in the problem

of community detection in complex networks. For example, approaches in community detection often

assume that the networks at hand are sparse, i.e. the number of edges scales linearly with the number

of nodes as the size of the network is increased. However, this is not the case for the bipartite network

composed of words and documents due to the sub-linear growth of the vocabulary (Heaps’ law).
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A. Databases

A.1. Google-ngram

The data obtained from the Google-ngram database [MSA+11] contains the number of occurrences of

words used in millions of printed books in the period 1500-2008 with a yearly resolution. We filter the

data in two steps. First, we decapitalize each word (e.g. ’the’ and ’The’ are counted as the same word)

and further restrict ourselves to words consisting uniquely of letters present in the alphabet of the

corresponding language and the symbol “ ’ ” (apostrophe). This is meant as a conservative approach

in order to minimize the influence of foreign words, numbers (e.g. prices), or scanning problems which

are present in the raw data. In the second step, when constructing yearly data 𝑦(𝑡), i.e., words present

in books published in year 𝑡, we include only those words in the database 𝑦(𝑡), which appear more

than 40 times in that particular year. In the same way, for the cumulative data 𝑌 (𝑡) we include only

those words, which appeared more than 40 times until time 𝑡. In this way we avoid a possible bias

due to the filtering applied in the construction of the raw data (words had to appear more than 40

times in all times in order to be included in the database [MSA+11]). As an example of possible bias,

in case we had not applied this filter, take two words (called ’1’ and ’2’) with 𝑛1(𝑡) = 𝑛2(𝑡) = 21

occurrences in year 𝑡. If now ∀𝑡′ ̸= 𝑡 : 𝑛1(𝑡
′) = 0 and ∃𝑡′′ ̸= 𝑡 : 𝑛2(𝑡

′′) > 20, word ’2’ would be present

in the raw data whereas word ’1’ would be not. As a result we would only include word ’2’ in the

yearly database 𝑦(𝑡). With our additional filter neither word ’1’ nor word ’2’ appears in the yearly

database 𝑦(𝑡).

In Fig. A.1 we show the resulting database size for the yearly data 𝑦(𝑡) and the cumulative data

𝑌 (𝑡) =
∑︀𝑡

𝑡′=𝑡𝑜 𝑦(𝑡
′) in terms of word-tokens and word-types for English, French, Spanish, German,

and Russian. In this context word-type refers to the number of distinct words, whereas word-token

refers to the total number of words.

For the yearly database 𝑦(𝑡) we use data in the period 𝑡 ∈ [1805, 2000], because as already indicated

in [MSA+11], the database composition may have changed in a noncontinuous way at 𝑡 ≈ 1800. This

claim is supported in Fig. A.2, where we calculate Kendall’s rank correlation coefficient 𝜏 [𝑦(𝑡), 𝑦(𝑡′)]

between the common types of the database 𝑦(𝑡) and 𝑦(𝑡′) for 1500 ≤ 𝑡 ≤ 𝑡′ ≤ 2000 as

𝜏 [𝑦(𝑡), 𝑦(𝑡′)] =
𝑛𝑐 − 𝑛𝑑

1
2𝑛(𝑛− 1)

, (A.1)

where 𝑛 is the total number of common elements, 𝑛𝑐 the number of concordant, and 𝑛𝑑 the number

117
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of discordant pairs between the two databases with respect to the ranking of frequencies. Clearly,

at 𝑡 = 1800 a noncontinuous change in 𝜏 can be identified, from which we conclude that database

composition is dramatically different in the years before and after 𝑡 = 1800. In order not to be affected

by this change the yearly data 𝑦(𝑡) is only considered in the period 𝑡 ∈ [1805, 2000]. However, in order

to take advantage of the full size of the database, the cumulative data 𝑌 (𝑡) is constructed taking into

account all the years prior to 𝑡 = 1805.
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Figure A.1.: Size of the database after filtering. a) Number of tokens for yearly data 𝑦(𝑡) (x-
symbols) and cumulative data 𝑌 (𝑡) (line). b) Number of types for yearly data 𝑦(𝑡) (x-symbols) and
cumulative data 𝑌 (𝑡) (line). Each language is marked by a different color.
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A.2. Wikipedia

The Wikipedia dataset contains a complete snapshot of the English Wikipedia [Wik] consisting of the

full text of each individual article. We filter the Wikipedia database in three steps. First, using the

WikiExtractor developed by the University of Pisa Multimedia Lab [oPML], we store only the plain

text, neglecting any additional information or annotation such as images, tables, tags, references, or

lists. In a second step we remove all punctuation characters (e.g. “,”, “;”, or “{”) and cut the text

into words at the whitespace characters in a similar manner as described in the construction of the

Google-ngram database [MSA+11]. The final step consists of decapitalizing each word and restricting

ourselves only to words consisting uniquely of the letters 𝑎− 𝑧, a filter we also applied to the Google-

ngram database (see Sec. A.1). The resulting database comprises 3, 743, 306 articles and consists of

≈ 3.7 106 types and ≈ 1.3 109 tokens.

A.3. PlosOne

The PlosOne database consists of all 76, 723 scientific articles published in the journal PlosOne which

were accessible via the API at the time of the data collection [API] from which we extract the full

text. We filter the data by decapitalizing each word and restricting ourselves only to words consisting

uniquely of the letters 𝑎− 𝑧, a filter we also applied to the Google-ngram database (see Sec. A.1).

A.4. Time series of language change

The data for the timeseries is obtained from the latest version of the Google-ngram database [LMA+12],

which is an extension of the original data [MSA+11] enriched with more data and syntactic annota-

tions. Given two linguistic variants denoted by ’1’ and ’2’, we count the total number of occurrences

of each variant 𝑛1(𝑡) and 𝑛2(𝑡) in each year 𝑡 ∈ [1800, 2008] irrespective of its capitalization. From

this we can calculate 𝜌(𝑡), the relative usage of variant ’1’ over variant ’2’:

𝜌(𝑡) =
𝑛1(𝑡)

𝑛1(𝑡) + 𝑛2(𝑡)
. (A.2)

We associate an error 𝜎𝜌(𝑡) to each data point (𝑡, 𝜌(𝑡)), which we split into two parts, i.e.

𝜎2
𝜌 = 𝜎2

𝑠 + 𝜎2
0 (A.3)

in which 𝜎𝑠 is due to finite sampling of the data, and 𝜎0 subsumes additional uncertainties from

potential exogenous perturbations which are not due to finite sampling effects. The introduction of

the latter is necessary, because only considering the finite-sampling effect does not account for the

observed fluctuations in the frequency of the most common words, which we assume to be stationary.

The effect of finite sampling, 𝜎𝑠, is approximated by assuming that 𝑛1 and 𝑛2 are the outcomes of

a binomial process with 𝑛 = 𝑛1 + 𝑛2 samples where variant ’1’ is drawn with probability 𝑝 = 𝑛1/𝑁
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and variant ’2’ is drawn with probability 1− 𝑝. From this we can calculate the error 𝜎𝑠:

𝜎𝑠(𝑡)
2 =

𝑛1(𝑡)𝑛2(𝑡)

(𝑛1(𝑡) + 𝑛2(𝑡))
3 . (A.4)

For the estimation of 𝜎0, which we treat as constant and independent of the sample size 𝑛(𝑡) =

𝑛1(𝑡)+𝑛2(𝑡) in each year, we look at the timeseries of the relative frequency of the most frequent word,

"the", in the English language. Assuming that this timeseries is stationary, we estimate 𝜎0, such that

95% of the points of the timeseries lie within the 95% confidence interval assuming Gaussian errors

according to Eq. (A.3). This gives 𝜎2
0 = 0.002, which we take as a lower bound for unknown, exoge-

nously driven fluctuations which have to be considered in order to account for observed fluctuations

in the timeseries beyond finite-sampling effects.

Orthographic reform

In this section we focus exclusively on the competition between the letters ’ß’ (s-sharp) and ’ss’

encoding the sound for voiceless s in the German orthography. The official set of rules concerning the

usage of each variant was changed twice in the orthographic reforms of 1901 and 1996 [Joh05]. We

investigate the usage of each variant over time for 2960 words as being affected by the orthographic

reform of 1996 [Can]. For each of these words we count in each year the number of times it occurred

with variant ’ß’, 𝑛ß(𝑖, 𝑡), and the number of times it occurred with variant ’ss’, 𝑛ss(𝑖, 𝑡). We consider

the timeseries of four representative cases: (i) the average over all words, 𝜌avg(𝑡); (ii) the most frequent

word ’dass’, 𝜌dass(𝑡); (iii) the most frequent verb ’muss’, 𝜌muss(𝑡); and (iv) the most frequent noun

’einfluss’, 𝜌einfluss(𝑡). We calculate the average relative usage of one variant as an average over all

tokens, i.e.

𝜌avg(𝑡) =
𝑁ss(𝑡)

𝑁𝑠𝑠(𝑡) +𝑁ß(𝑡)
(A.5)

with 𝑁ss(𝑡) =
∑︀2960

𝑖=1 𝑛ss(𝑖, 𝑡) and 𝑁ß(𝑡) =
∑︀2960

𝑖=1 𝑛ß(𝑖, 𝑡). The respective relative usage for the words

’dass’, ’muss’, ’einfluss’ is calculated as follows:

𝜌word=𝑖(𝑡) =
𝑛ss(𝑖, 𝑡)

𝑛ss(𝑖, 𝑡) + 𝑛ß(𝑖, 𝑡)
. (A.6)

The frequency of a word, 𝑓word(𝑡), is measured as the relative weight of both variants combined:

𝑓word=𝑖(𝑡) =
𝑛ß(𝑖, 𝑡) + 𝑛ss(𝑖, 𝑡)∑︀
𝑗 𝑛ß(𝑗, 𝑡) + 𝑛ss(𝑗, 𝑡)

(A.7)

Russian names

In this section we focus on two Russian surname-suffixes: ’ов’ and ’ев’. The letter ’в’ has been

written in Roman script languages like English and German by ’v’, ’w’ or ’ff’. Here we consider the
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competition between the letter ’v’ and two others together ’w’+’ff’; while all the official standard

systems suggest ’v’ for ’в’. We investigate the usage of each variant over time for 50 common Russian

surnames which are listed below.

German: Charkov, Saratov, Romanov, Stroganov, Tambov, Pirogov, Godunov, Katkov, Aksakov,

Demidov, Semenov, Lermontov, Saltykov, Kornilov, Stepanov, Lobanov, Bulgakov, Krylov, Melnikov,

Annenkov, Turgenev, Kostomarov, Filatov, Grekov, Putilov, Titov, Vinogradov, Danilov, Sobolev,

Nikiforov, Kamenev, Novikov, Kondakov, Martynov, Rykov, Melikov, Platonov, Karpov, Lazarev,

Balabanov, Krasnov, Nabokov, Dolgorukov, Kirov, Leonov, Maklakov, Naumov, Frolov, Mitrofanov,

Fedotov

English: Saratov, Demidov, Pirogov, Tambov, Charkov, Katkov, Kornilov, Lazarev, Novikov, Me-

likov, Lermontov, Aksakov, Godunov, Turgenev, Menshikov, Stepanov, Vinogradov, Semenov, Ku-

tuzov, Lebedev, Suvorov, Lomonosov, Mendeleev, Lavrov, Melnikov, Lobanov, Annenkov, Volkhov,

Balakirev, Lvov, Bazarov, Shuvalov, Grigoriev, Titov, Yakov, Nekrasov, Mikhailov, Gorchakov, Mo-

rozov, Zubov, Chekhov, Sakharov, Dragomirov, Andreyev, Danilov, Chirikov, Yermolov, Bulgakov,

Vasiliev, Saltykov

To make this lists, the primary list of common Russian surnames ending ’ов’ and ’ев’ was created

according to the English Wikipedia pages including: List of surnames in Russia, List of Russian-

language writers, scientists, composers, leaders of the Soviet Union and Marshal of the Soviet Union;

Also list of cities and towns in Russia was counted in this list. The words which have been used

at least a) one time between 1800 and 2008 and b) 10 times for more than 100 years (75 years for

German data) in this period were included in the initial list. Then in order to guarantee that these

words are right competitors we applied the following filtering:

∙ The words whose first letter were written mostly by small letters instead of capital letters

(
∑︀2008

𝑡=1800 𝑓
small
word (𝑡)∑︀2008

𝑡=1800 𝑓
captal
word (𝑡)

≥ 0.01) were excluded.

∙ The names like Gorbachev which has a sudden peak at late 20 century and before that were

used so rarely (
∑︀2000

𝑡=1950 𝑓word(𝑡)

0.99*∑︀2000
𝑡=1850 𝑓word(𝑡)

≥ 1) are deleted.

∙ The names which have entries in Wikipedia not corresponded to the Russian origin like Rostow

which refers to Americans or Romanow which refers to Polish places are deleted.

For each of the words we count in each year the number of times it occurred with variant ’v’, 𝑛𝑣(𝑖, 𝑡),

and the number of times it occurred with variants ’w’ or ’ff’, 𝑛𝑤+𝑓𝑓 (𝑖, 𝑡). We consider the timeseries

of six representative cases: (i) the average over all words, 𝜌𝑎𝑣𝑔(𝑡); (ii) the five most used words. We

calculate the average relative usage of one variant as an average over all tokens, i.e.

𝜌avg(𝑡) =
𝑁𝑣(𝑡)

𝑁𝑣(𝑡) +𝑁𝑤+𝑓𝑓 (𝑡)
(A.8)

with 𝑁𝑣(𝑡) =
∑︀50

𝑖=1 𝑛𝑣(𝑖, 𝑡) and 𝑁𝑤+𝑓𝑓 (𝑡) =
∑︀50

𝑖=1 𝑛𝑤+𝑓𝑓 (𝑖, 𝑡). The respective relative usage for the



122 A Databases

words is calculated as follows:

𝜌word=𝑖(𝑡) =
𝑛𝑣(𝑖, 𝑡)

𝑛𝑣(𝑖, 𝑡) + 𝑛𝑤+𝑓𝑓 (𝑖, 𝑡)
. (A.9)

The frequency of a word, 𝑓word(𝑡), is measured as the weight of all variants combined over all tokens:

𝑓word=𝑖(𝑡) =
𝑛𝑣+𝑤+𝑓𝑓 (𝑖, 𝑡)

#token(𝑡)
(A.10)

Regularization of verbs

In this section we focus on the regularization of English verbs [Pin99]. In addition to the regular past

form of a verb, which is generated by adding -ed (laugh → laughed), there exists a small number of

verbs which are conjugated irregularly, e.g. burn → burnt. However, all irregular forms coexist with

a corresponding regular variant [MSA+11]. We investigate the competition between the regular and

the irregular form for 281 verbs with a recently attested irregular form [MSA+11].

The following filtering is employed. We discard any verb, where the irregular past form is the same

as the infinitive since it would not be possible to distinguish between a verb that is used as a past

form or a present form, e.g. for the verb ’beat’ the irregular preterit is ’beat’. For the remaining verbs

we count for each year, 𝑡 ∈ [1800, 2008], the number of times it occurs in a regular form, 𝑛reg(𝑡), and

the number of times it occurs as an irregular form, 𝑛irreg(𝑡). We condition the counts on those forms

that are identified as verbs by the associated part-of-speech tags. As an example, for the verb ’write’,

𝑛reg(𝑡) = 𝑛(writed, 𝑡), and 𝑛irreg(𝑡) = 𝑛(writ, 𝑡)+𝑛(written, 𝑡)+𝑛(wrote, 𝑡), since we have to combine

the usage of past participle and preterit to capture all irregular past forms.

From this we can calculate the relative usage of the regular form:

𝜌(𝑡) =
𝑛reg(𝑡)

𝑛reg(𝑡) + 𝑛irreg(𝑡)
. (A.11)

We then select the 10 verbs that exhibit the largest relative change | 𝜌1 − 𝜌0 |, where 𝜌0 and 𝜌1 is the

average over the 20 datapoints in the beginning (𝑡 ∈ [1800 − 1819]) and the end (𝑡 ∈ [1989 − 2008])

of the timeseries respectively. These verbs are: abide (abided/abode), burn (burned/burnt), chide

(chided/chid,chidden), cleave (cleaved/clove,cloven), light (lighted/lit), smell (smelled/smelt), spell

(spelled/spilt), spill (spilled/spilt), thrive (thrived/throve,thriven), wake (waked/woke,waken).
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B. Statistical analysis of rank-frequency distribution for different

languages

Analysis of different languages

In this section we give a detailed overview of the results obtained from fitting the models in Sec. 3.1.1 to

the rank-frequency distributions for all languages considered, i.e., English, French, Spanish, German,

and Russian. In Fig. B.1 - B.5(a+b) we plot the 𝐴𝐼𝐶 from the models in Sec. 3.1.1 applied to yearly

𝑦(𝑡) and cumulative data 𝑌 (𝑡) of the respective language. In Fig. B.1 - B.5(c) we show explicitly the

rank-frequency distribution of the data 𝑌 (2000) and the corresponding fits of the three models that

yield the best description: the double power law (DP), the power law with an exponential cutoff in

the tail (PET), and the log-normal (LN).

For English, DP yields the best description of the yearly data for 𝑡 & 1950 and for the cumulative

data for 𝑡 & 1810. As the databases 𝑦(1950) and 𝑌 (1810) can be considered independent datasets and

by comparing with Fig. A.1(a) we conclude that the size of the database needs to exceed a certain

threshold (≈ 109 tokens) in order to discriminate competing models like PET in the tail. This is

further corroborated by looking at the inset in Fig. B.1c), where it can be seen that DP outperforms

PET especially in the description of the tail of the distribution.

For the other languages except English the 𝐴𝐼𝐶 of the yearly data 𝑦(𝑡) favors PET. This comes

with no surprise since their size is limited to < 109 tokens for all 𝑡 ∈ [1805, 2000], as can be seen in

Fig. A.1(a). In contrast, the cumulative data 𝑌 (𝑡) shows different results. For French and Spanish

the 𝐴𝐼𝐶 favors DP as the size of the database grows, especially for the largest dataset 𝑌 (2000).

Again, this becomes clear when looking at the deviations of the fits to the real data in the inset of

Fig. B.2(c), B.3(c), which seem to diverge for PET or LN in the tail of the distribution. For German

and Russian the 𝐴𝐼𝐶 identifies DP only as the second best fit for the cumulative data 𝑌 (𝑡). This

is most probably due to the fact that the size of the database for those languages is still not large

enough in order to discriminate a second power law regime clearly. Additionally, for these languages

the critical rank 𝑏*, where a transition between the two power laws occurs, is shifted towards higher

values, possibly due to the different degree of inflection (see main text). This in turn implies that the

fraction of tokens belonging to the power law in the tail is much smaller than in English, which means

that a larger database is needed in order to discriminate PET or LN. This claim is further supported

by the insets of Fig. B.4(c), B.5(c), where we show that especially in the tail of the distribution DP

deviates less from the data than the competing models.

Whereas English, French, and Spanish give approximately the same values for the largest database

𝑌 (2000), German and Russian show larger values for 𝑏 and a different power law exponent in the tail.

The latter might point towards more subtle differences between the languages besides inflection.

Wikipedia

In this section we want to show that our findings related to the double power law fit are indeed of

general validity and do not originate from peculiarities of the Google-ngram database, e.g. scanning
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Figure B.1.: Discrimination between different models with 𝐴𝐼𝐶 for English. Value of the 𝐴𝐼𝐶 for
a) yearly data 𝑦(𝑡) b) cumulative data 𝑌 (𝑡). The inset shows the difference Δ𝐴𝐼𝐶 = 𝐴𝐼𝐶i/𝑁 −
𝐴𝐼𝐶DP/𝑁 , 𝑖 ∈ {P,SP,PET,PEB,LN,W} meaning that if Δ𝐴𝐼𝐶 > 0 the double power law (DP) is
the most likely model among the proposed describing the data. Numbers refer to the indices of the
model in Sec. 3.1.1. c) rank-frequency plot for 𝑌 (2000) and the fits of the three best models. The
inset shows the ratio 𝑓data(𝑟)/𝑓fit(𝑟).
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Figure B.2.: Same as in Fig. B.1 for French.
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Figure B.3.: Same as in Fig. B.1 for Spanish.
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Figure B.4.: Same as in Fig. B.1 for German.
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Figure B.5.: Same as in Fig. B.1 for Russian.

problems. For this we choose a complete snapshot of the English Wikipedia [Wik], because i) it

contains a large amount of text, ii) the text does not need to be scanned, and iii) the publishing

process is inherently different from that of books.

Following the recipe in Sec. 3.1.2, we show that the results for fitting the models inSec. 3.1.1 to the

rank-frequency distribution of the Wikipedia database is consistent with the results from the Google-

ngram database. In Tab. B.1 we show the values for the 𝐴𝐼𝐶 from which we can see that the double

power law is the best fit among the proposed models with a probability 1− 𝑙̃𝑑𝑝 < 10−15. Additionally,

in Fig. B.6 we plot the rank-frequency distribution of the Wikipedia data and the corresponding fits

of the three models that yield the best description: the double power law (DP), the power law with an

i distribution 𝐴𝐼𝐶/𝑁

1 Power law (P) 15.972

2 Shifted power law (SP) 15.782

3 Power law with exponential cutoff, tail (PET) 15.662

4 Power law with exponential cutoff, beginning (PEB) 15.821

5 Log-normal (LN) 15.574

6 Weibull (W) 17.740

7 Double power law (DP) 15.525

Table B.1.: Values 𝐴𝐼𝐶/𝑁 from fitting the proposed models in Sec. 3.1.1 to the rank-frequency
distributions of the English Wikipedia with 𝑁 = 1257 349 755 tokens.
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Figure B.6.: Rank frequency distribution for the English Wikipedia and the fits of the three best
models. The inset shows the ratio 𝑓data(𝑟)/𝑓fit(𝑟).

exponential cutoff in the tail (PET), and the log-normal (LN). This corroborates our claim that DP is

the best fit for the rank-frequency distribution. Furthermore, the estimated values for the parameters

are 𝛾 = 1.68 and 𝑏 = 7830, which closely matches our observations from the Google-ngram database

(𝛾* = 1.77, 𝑏* = 7873).
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C. Rescaling the threshold in Heaps’ law

In this section we support findings from Sec. 3.2.1 regarding the vocabulary growth with a threshold

𝑠, Eq. (3.31)

E
[︁
𝑉 (𝑠)(𝑁)

]︁
=
∑︁

𝑟

⎡
⎣1−

𝑠−1∑︁

𝑗=0

(𝑓(𝑟)𝑁)𝑗

𝑗!
𝑒−𝑓(𝑟)𝑁

⎤
⎦ (C.1)

Looking at the rescaled variable 𝑁 ↦→ 𝑁/𝑠 and taking the limit 𝑠 → ∞ gave the solution, Eq. (3.34),

E
[︁
𝑉 (𝑠)(𝑁 ′ = 1/𝑓(𝑟))

]︁
= 𝑟 (C.2)

which for the double power law in the rank-frequency distribution, 𝑓(𝑟) in Eq. (3.16), with parameters

𝛾 and 𝑏 gives for the vocabulary growth Eq. (3.32)

E [𝑉dp(𝑁 ; 𝛾, 𝑏)] ≈ 𝐶𝑠

⎧
⎨
⎩
𝑁, 𝑁 ≪ 𝑁𝑏

𝑁
1−1/𝛾
𝑏 𝑁1/𝛾 , 𝑁 ≫ 𝑁𝑏,

(C.3)

In Fig. C.1 we show the 𝑉 (𝑠)(𝑁̃) curve obtained from the PNM, Eq. (C.1), for the double power law

in the rank-frequency distribution, Eq. (3.16), with parameters 𝛾* = 1.77 and 𝑏* = 7873 for different

thresholds 𝑠. One can see that the growth curves for 𝑠 > 8 are almost indistinguishable from the

asymptotic solution obtained from Eq. (C.2).

From these observation we conclude that Eq. (C.2) is already a good approximation for 𝑠 ≫ 1,

where in practice this can mean 𝑠 > 10. As a result we obtain Eq. (C.3) from the main text. This

means that the increase of the threshold 𝑠 leads to a reduction of the fluctuations of the growth curve

of the vocabulary and can be explained as a result of a simple stochastic process. In Fig. C.2 we show

that this claim holds when applied to real texts of the size of single books, as well as for a collection

of several million books, as in Fig. C.3.
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Figure C.1.: Influence of threshold 𝑠 on size of vocabulary for the PNM. Growth curves 𝑉 (𝑠)(𝑁̃ =
𝑁/𝑠) obtained from PNM, Eq. (C.1), for double power law, Eq. (3.16), with parameters 𝛾* = 1.77,
𝑏* = 7873 with different thresholds 𝑠. The dashed curve shows the asymptotic solution Eq. (C.3).
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Figure C.2.: Influence of threshold 𝑠 on the size of the vocabulary for single books. Growth curves
𝑉 (𝑠)(𝑁̃ = 𝑁/𝑠) obtained from 4 different books with different thresholds 𝑠. a) Charles Darwin: “The
Voyage of the Beagle” b) Mark Twain: “Life on the Mississippi” c) Miguel de Cervantes Saavedra:
“Don Quixote”, translated by John Ormsby d) Leo Tolstoy: “War and Peace”, translated by Louise
and Aylmer Maude. All texts were retrieved from the Project Gutenberg (www.gutenberg.org) on
21.09.2010. The dashed curve shows the asymptotic solution Eq. (C.3) of the PNM assuming a
double power law, Eq. (3.16), with parameters 𝛾* = 1.77 and 𝑏* = 7873.
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Figure C.3.: Influence of threshold 𝑠 on size of vocabulary for the English Google-ngram database.
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curve shows the asymptotic solution Eq. (C.3) of the PNM assuming a double power law, Eq. (3.16),
with parameters 𝛾* = 1.77, 𝑏* = 7873.
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D. JSD-𝛼 with weights

Here we discuss how to proceed if 𝐷𝛼 is computed from finite datasets with different finite lengths

𝑁 , i.e. when 𝑝 (𝑞) is estimated from a sequence of length 𝑁𝑝 (𝑁𝑞 ̸= 𝑁𝑝).

D.1. Different weights

A possible way to extend Eq. (4.30) taking into account the unequal contribution 𝑁𝑝 ̸= 𝑁𝑞 is to

consider weights 𝜋 as [GBGC+02]

𝐷𝜋
𝛼(𝑝, 𝑞) = 𝐻𝛼(𝜋𝑝𝑝+ 𝜋𝑞𝑞)− 𝜋𝑝𝐻𝛼(𝑝)− 𝜋𝑞𝐻𝛼(𝑞). (D.1)

with 𝜋𝑝 = 𝑁𝑝/𝑁 and 𝑁𝑞/𝑁 such that 𝜋𝑝 + 𝜋𝑞 = 1 with 𝑁 = 𝑁𝑝 + 𝑁𝑞 (denoted as natural weights

in the following). Obviously, if 𝑁𝑝 = 𝑁𝑞 then 𝜋𝑝 = 𝜋𝑞 = 1/2 and 𝐷𝛼 is recovered. The normalized

distance (4.33) becomes

𝐷̃𝜋
𝛼(𝑝, 𝑞) =

𝐷𝜋
𝛼(𝑝, 𝑞)

𝐷𝜋,max
𝛼 (𝑝, 𝑞)

, (D.2)

where

𝐷𝜋,max
𝛼 (𝑝, 𝑞) =

(︀
𝜋𝛼
𝑝 − 𝜋𝑝

)︀
𝐻𝛼 (𝑝) +

(︀
𝜋𝛼
𝑞 − 𝜋𝑞

)︀
𝐻𝛼 (𝑞) +

1

1− 𝛼

(︀
𝜋𝛼
𝑝 + 𝜋𝛼

𝑞 − 1
)︀
. (D.3)

Our main results for the finite-size scaling of 𝐷𝛼 summarized in Tab. 4.2 remain valid for the weighted

divergences.

The approach above follows Ref [GBGC+02], which introduced weights to the usual JSD (non-

normalized, 𝛼 = 1) and showed that the natural weights 𝜋𝑝 = 𝑁𝑝/𝑁 and 𝜋𝑞 = 𝑁𝑞/𝑁 imply certain

useful properties for the JSD, e.g., that the bias does not depend on the relative size of the two samples.

While their main motivation was to compare the statistical significance of a single measurement of the

JSD in the identification of stationary subsequences (of possibly different lengths) in a non-stationary

symbolic sequence, here, we are mainly interested in comparing two (or more) measured distances.

In this case, choosing weights that depend on the size of the individual samples becomes problematic

when the sequences are of different lengths. The demonstration that
√︀

𝐷𝛼(𝑝, 𝑞) is a metric for any

𝛼 ∈ (0, 2] [BH09] is valid for fixed weights 𝜋𝑝 = 𝜋𝑞 = 1/2. More generally, the measure 𝐷𝜋
𝛼 itself

depends on the weights 𝜋 such that 𝐷𝜋
𝛼 and 𝐷𝜋′

𝛼 constitute different measures when 𝜋 ̸= 𝜋′. It is

therefore not meaningful to compare 𝐷𝜋
𝛼(𝑝, 𝑞) and 𝐷𝜋′

𝛼 (𝑝′, 𝑞′) if 𝑁𝑝/𝑁𝑞 ̸= 𝑁𝑝′/𝑁𝑞′ because this would

imply that 𝜋′ ̸= 𝜋.

D.2. Equal weights

In the previous section we argued that it is essential to choose fixed weights 𝜋 when comparing

different distances. The choice of equal weights 𝜋𝑝 = 𝜋𝑞 = 1/2 can, however, still be interpreted in

the framework of natural weights (𝜋𝑝 = 𝑁𝑝/𝑁 , 𝜋𝑞 = 𝑁𝑞/𝑁) as the distance between under-sampled
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versions of the sequences. For given 𝑝 and 𝑞 with 𝑁𝑝 ̸= 𝑁𝑞 we choose equal weights 𝜋𝑝 = 𝜋𝑞 = 1/2

yielding a distance 𝐷
1/2
𝛼 (𝑝, 𝑞). If we randomly draw samples 𝑝′ and 𝑞′ from the distributions 𝑝 and

𝑞 the equal weights of size 𝑁 ′
𝑝 = 𝑁 ′

𝑞, by construction the natural weights coincide with the equal

weights, i.e. 𝜋′
𝑝 = 𝜋′

𝑞 = 𝑁 ′
𝑝/𝑁 = 𝑁 ′

𝑞/𝑁 = 1/2, and lim
𝑁 ′

𝑝=𝑁 ′
𝑞→∞

𝐷𝜋′
𝛼 (𝑝′, 𝑞′) = 𝐷

1/2
𝛼 (𝑝, 𝑞).

In Fig. D.1 we show the difference in 𝐷̃𝜋
𝛼(𝑝, 𝑞) between two empirical distributions from the Google-

ngram with different sizes (𝑁𝑝 ̸= 𝑁𝑞) when choosing equal and natural weights. Using equal weights

corresponds to the case in which we draw samples 𝑝 and 𝑞 that are of equal length (𝑁 ′
𝑝 = 𝑁 ′

𝑞) such

that equal and natural weights coincide and taking the limit 𝑁 ′
𝑝, 𝑁

′
𝑞 → ∞.
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Figure D.1.: JSD-𝛼 for sequences of different lengths. Measurement of 𝐷̃𝛼(𝑝, 𝑞) between sequences
𝑝, 𝑞 of size 𝑁 ′

𝑝 = 𝑁 ′
𝑞 sampled randomly from the empirical distribution of the Google-ngram of the

years 𝑡 ∈ {1850, 1950} with different sizes, i.e. 𝑝 = 𝑝𝑡=1850 and 𝑞 = 𝑝𝑡=1950 with 𝑁𝑝 ̸= 𝑁𝑞, as a
function of the sample size 𝑁 ′ = 𝑁 ′

𝑝 +𝑁 ′
𝑞 for different values of 𝛼. The dotted (dashed) lines show

𝐷̃𝜋
𝛼(𝑝, 𝑞) between the full distributions 𝑝 and 𝑞 with equal (natural) weights, i.e. 𝜋𝑝 = 𝜋𝑞 = 1/2

(𝜋𝑝 = 𝑁𝑝/(𝑁𝑝 +𝑁𝑞) ≈ 0.22 and 𝜋𝑞 = 𝑁𝑞/(𝑁𝑝 +𝑁𝑞) ≈ 0.78 corresponding to the relative size of 𝑝
and 𝑞)
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